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Abstract This chapter provides an overview of H2 ignition and safety-related ques-

tions, to be addressed in the development of future H2 thermal engines. Basics of H2

ignition phenomena are covered in the first part, including the well-known branched-

chain oxidation reactions described by Semenov & Hinshelwood, as well as useful

analytical derivations of induction delay times. The second part provides an overview

of classical canonical limit problems, including the explosion-limit (?, )) diagram,

the propagation limits of both deflagrations and detonations, and shock-induced or

thermal-induced ignitions. The two remaining parts address two opposite but com-

plementary questions: how to ignite a H2 engine, and how to prevent hazardous H2

ignition. In the former, a list of available technologies is offered, while in the latter,

simplified models are presented to predict ignition hazards from cold-flow numerical

simulations.
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Nomenclature

Symbol Name Units (SI) Equation

A ignition kinetic Jacobian matrix s−1 (25)

�: :Cℎ molar concentration mol/m3 (4)

�Mj
effective third-body concentration of step 9 = (4, 8) mol/m3

2 average molecular velocity m/s (61)

2? specific heat at constant pressure J/K/kg (8)

��� Chapman-Jouguet detonation velocity m/s (71)

�: :Cℎ species diffusion coefficient m2/s (57)

�) thermal diffusion coefficient m2/s (73)

�0 activation energy J/mol

ℎ: :Cℎ species molar formation enthalpy J/mol (8)

9 reaction index 1

: species index 1

: 9 9Cℎ reaction Arrhenius rate constant (forward: : 9 5 , backward: : 91) m3/mol/s∗ (6)
∗ unit for a second-order reaction.

::,F :Cℎ species wall destruction rate s−1 (63)

; 9 9Cℎ reaction rate inverse characteristic time s−1 (25)

? pressure Pa (1)

Q heat of reaction 2 H2 + O2 −−−→ 2 H2O J/mol (49)

@ dimensionless heat of reaction 1 (53)

' molar gas constant J/K/mol (1)

A radial coordinate m

(! premixed flame velocity m/s
) temperature K (1)

)2 crossover temperature (U = 1) K (18)

)? premixed flame limit temperature (lean limit: U = 2) K (69)

)vN von Neumann state temperature (detonation) K

C time s

C� branching time s (28)

C� thermal explosion time s (56)

C8 induction time (C8 = C� + C� ) s (10)

+: ignition radical pool composition vector 1 (27, 29)

, mixture molecular weight kg/mol (2)

,: :Cℎ molecular weight kg/mol (2)

-: :Cℎ mole fraction 1 (3)

.: :Cℎ mass fraction 1 (3)

U crossover parameter 1 (18)

V dimensionless activation energy 1

X2 detonation cell size m

n̄ initiation rate vector mol/m3/s (24)

Y sticking coefficient 1 (63)

i equivalence ratio 1 (5)

W ratio of specific heats 1

^ thermal conductivity W/m/K (67)

_ reactivity (inverse characteristic branching time) s−1 (27, 42)

d volume mass kg/m3 (1)

\ dimensionless temperature 1 (50)

¤l: :Cℎ species net production rate s−1 (73)

l 9 9Cℎ reaction rate mol/m3/s (6)

¤l) heat equation chemical source term K/s (73)
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Introduction

Modifying the design of classical hydrocarbon thermal engines to burn hydrogen

instead, whilst effectively suppressing CO2 emissions locally, is far from being

simple. The space-propulsion sector, which relied heavily on H2 cryogenic engines

for their high specific energy and associated specific impulse, is well aware of

the challenges of H2 usage. Worryingly, this sector is now largely reconsidering

that choice, getting back to hydrocarbon fuels such as methane : Although the H2

specific energy (energy released per unit mass consumed) is almost three times

that of conventional fuels, its energy per unit volume is 3000-4000 times lower

than conventional (liquid) petroleum-derived fuels under ambient conditions. When

space is a constraint (e.g. in the transportation sector) H2 tanks must therefore be

either heavily compressed (up to 700 atm.), or cooled to cryogenic temperatures, the

H2 boiling point being close to 20 K at normal ambient pressure. Both alternatives

require very heavy and solid tanks and feed systems.

When engineering any fluid system, especially a high-pressure system, the ques-

tion is not so much whether it will leak, but rather how much it will leak. This is

even more true with H2, among the most fugacious gases. The question of H2 safety

is therefore of paramount importance in the design of future H2 thermal engines. In

particular, it is important to set appropriate design rules for the acceptable H2 leak-

age rates depending on the local environment (oxidant, local concentration, pressure,

bulk temperature, wall temperature, micro-channel widths, etc.).

Hydrogen and hydrocarbons also have very distinct explosion, flammability, and

detonability limits. They do require careful scrutiny, as they are generally found

to be much wider for H2, allowing for more potentially disastrous scenarios. For

instance, H2 flame propagation is possible in more diluted and leaner regions, in-

cluding through millimeter-wide channels, where hydrocarbons typically quench.

These wide flammability limits make H2 very prone to flashback hazards in places

a conventional thermal-engine specialist would not expect. Hydrogen is also more

prone to deflagration-to-detonation transition (DDT), potentially with disastrous

effects. Last but not least, combustion temperatures are higher for H2 than hydrocar-

bons, so the engine design point must be set closer to the lean flammability limit to

avoid a drastic increase of NOx emissions, and this is precisely where H2 combustion

is hardest to stabilize.

Focusing now on the bright side, H2 is probably the fuel which was most studied

by the combustion scientific community, perhaps for its oxymoronic characteristic

of being both the most elementary fuel and the one involving the most complexity.

Elementary because its thermochemical and chemical-kinetic properties are compa-

rably simpler – or at least better established – than for any other fuel. Its explosion

limits, for example, are very clearly defined in comparison with those of hydrocar-

bons, the underlying branched-chain chemistry having been unravelled by Semenov

& Hinshelwood over 80 years ago. But it also involves the most complexity, in that

H2 is a very capricious gas, for example exhibiting diffusive-thermal instabilities that

do not exist with conventional fuels.
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The objective of this chapter is to provide the reader with an overview of the

physical phenomena controlling ignition and extinction limits of H2, indicating

potential pitfalls and unexpected limit behavior. For instance, common sense dictates

that a gaseous mixture becomes more likely to react as pressure increases. Figure 1

presents the famous S-curve representing the pressure-temperature dependence of

the H2−O2 explosion limits for gaseous reactant mixtures injected into a vessel.

Explosion occurs to the right of the curve, details of which depend also on the size,

shape, and wall properties of the chamber into which the mixture is admitted, while

slow reaction or flame propagation may occur on the left, limits of flammability

lying far below and to the left. The middle section of the curve, corresponding to the
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Fig. 1 Experimental explosion limits of a stoichiometric hydrogen-oxygen mixture in a 3.7 cm

radius spherical vessel, from the classical Lewis & von Elbe textbook [1]. Explosion occurs to the

right of the curve (towards higher temperatures)

so-called second explosion limit, exhibits the counter-intuitive behavior for which

the reactivity decreases with increasing pressure. This behavior is often encountered

under ambient conditions, as will be explained throughout this chapter. In particular,

it will become obvious that there is a significant range of temperatures, overlapping

with those of interest for engine design, within which ignition is more prompt at

atmospheric pressure than under typical engine operating pressures.
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The Chapter is organized as follows. Part 1 presents an in-depth analysis of the

ignition-related H2 kinetics, where only the chemistry of H2 oxidation is investigated,

omitting all transport phenomena. There, we shall introduce the notion of a crossover

temperature, )2 , corresponding to the second explosion limit described above. The

minimal kinetic description for H2 ignition will also be introduced, to serve as a

baseline for the remainder of the Chapter. Finally, useful analytical expressions for

H2 reactivity, ignition times, and radical-pool composition will be presented, to be

used in ignition and safety studies.

Part 2 gives an overview of canonical processes involving H2 kinetic limit phe-

nomena. In particular, we shall study the link between the H2 chemistry and the

three explosion limits depicted in Fig. 1. The reaction-front propagation limits in

premixed gases will be presented for both the deflagration (subsonic) and detonation

(supersonic) regimes, along with appropriate simplified descriptions, different from

that given earlier for autoignition. Recent results regarding the propagation limits in

narrow channels will also be presented. Finally, ignition will be studied in a wide

variety of configurations: mixing-layer ignition, thermal-induced (hot-wall) ignition,

and even the recently investigated shock-induced ignition.

Part 3 intends to answer the (relatively easy) question: How to ignite H
2
? In par-

ticular, we shall present the main principles of igniter design, from the combustion

chamber topography, to the ignition sequence (fuel rich or oxidizer rich), and con-

clude with a suggested list of igniter technologies usable for H2 ignition, including

spark ignition, laser ignition, and the more unconventional acoustic ignition.

Part 4 tackles the (not so easy) opposite question: How to avoid – or at least

predict – H
2

hazardous ignition? Through analysis of a numerical simulation of a

turbulent H2-air lifted flame – a configuration reminiscent of H2 leaking into a hot

environment, selected as a canonical example – we shall present tools to identify

ignition kernels both a posteriori and, perhaps more interestingly, a priori.

The chapter concludes with a summary that indicates some of the open questions

that the authors believe should be tackled in the near future to assist in the transition

towards “carbon-free” combustion.

1 The chemistry of H2 ignition

This section presents an analytical description of the kinetics involved in H2 limit

phenomena. It builds upon the derivation of analytical formulas for the ignition

delays of arbitrary H2−O2–inert mixtures.

1.1 Preliminary definitions and notation

The notation largely follows the convention established by Poinsot and Veynante

in their textbook [2]. The mixture is fully defined by providing the pressure ?,
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temperature ) and mass-fraction composition vector .: (with : the species index).

Their relation to the density is taken to be the perfect-gas law

? =
d')

,
, (1)

where ' = 8.314 J mol−1 K−1, and, is the mixture molecular weight, obtained from

the component molecular weight ,: as

1

,
=

∑
:

.:

,:

. (2)

Mole fractions are written as -: , with

-: =
,

,:

.: . (3)

The species molar concentration is denoted by �: :

�: = d
.:

,:

= d
-:

,
. (4)

For a mixture of H2−O2 (potentially including other gases), the mixture’s equivalence

ratio i is defined as

i =

-H
2

2-O
2

. (5)

As above, (e.g. -H
2
), the component index : can conveniently be replaced by the

component symbol (H2, O2, N2, ...) for easier reading.

1.2 Minimal kinetic description

It is generally accepted that the detailed description [3–8] of H2 chemistry consists

of 20 or more elementary reactions between 8 reactive species. Albeit that discrep-

ancies remain between the detailed descriptions proposed (as is discussed later in

this Chapter on H2 kinetics), all agree on the elementary reactions listed in Tab. 1.

A comparison of ignition times as obtained with selected reference detailed mech-

anisms is provided in Fig. 2. The specific definitions employed in generating these

results are to be defined below. This figure, which is to be discussed in greater detail

later, is exhibited here to provide a general indication of the extent to which the

predictions differ at normal atmospheric pressure for different detailed mechanisms

available in the current literature. It may be seen from this figure that agreement is

excellent for both high and low temperatures, where differences in predicted ignition

delays are less than a factor of two for the most part, while significant departures

are found in the vicinity of the inflexion point (to be identified later as the second
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Table 1 List of elementary reactions for hydrogen combustion, as extracted from the San Diego

mechanism [3].

1 H + O2
−−−⇀↽−−− OH + O 11 HO2 + H −−−⇀↽−−− H2 + O2

2 H2 + O −−−⇀↽−−− OH + H 12 HO2 + H −−−⇀↽−−− H2O + O

3 H2 + OH −−−⇀↽−−− H2O + H 13 HO2 + O −−−⇀↽−−− OH + O2

4 H2O + O −−−⇀↽−−− 2OH 14 HO2 + OH −−−⇀↽−−− H2O + O2

5 2H + M −−−⇀↽−−− H2 + M 15 2OH( + M) −−−⇀↽−−− H2O2( + M)

6 H + OH + M −−−⇀↽−−− H2O + M 16 2HO2
−−−⇀↽−−− H2O2 + O2

7 2O + M −−−⇀↽−−− O2 + M 17 H2O2 + H −−−⇀↽−−− HO2 + H2

8 H + O + M −−−⇀↽−−− OH + M 18 H2O2 + H −−−⇀↽−−− H2O + OH

9 H + O2( + M) −−−⇀↽−−− HO2( + M) 19 H2O2 + OH −−−⇀↽−−− H2O + HO2

10 HO2 + H −−−⇀↽−−− 2OH 20 H2O2 + O −−−⇀↽−−− HO2 + OH

explosion limit), at which point the differences in predicted temperatures span a total

range of almost 100 K about the nominal 940 K value.
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Fig. 2 Comparison of ignition times of H2-air mixtures (i = 1, ? = 1atm), as obtained with

selected detailed mechanisms.
Symbol none △ ^ o �

Reference [3] [4] [5] [6] [7] [8]

Many of the elementary steps present in the detailed chemistry are unimportant

during ignition. The reactants, being relatively stable, must generate radicals that

serve as active intermediates accelerating ignition. The only steps that create radicals

from the reactants are 5b, 7b, and 11b, where b stands for the backward reaction,

with f to denote the forward. However, 5b and 7b describe reactant dissociation,

which occurs only at very high temperature that do not arise in normal ignition

events, whence 11b is generally dominant in initiating ignition. The radical H so
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produced therefrom generates additional radicals through steps 1f, 2f and 3f. It also

creates additional hydroperoxyl through step 9f, which, albeit less active than other

radical, yet is important in forming hydrogen peroxide through steps 16f and 17b,

since the latter can further enhance the active radical concentrations through step

15b. Hydroperoxyl also is quite effective in releasing heat through 16f, making it key

radical in autoignition. The resulting 8 elementary steps, referred to from now on

as the skeletal mechanism, constitute a reduced mechanism that yields sufficiently

accurate descriptions of ignition for most purposes.

Table 2 Rate coefficients responsible for hydrogen ignition in Arrhenius form : =

�) = exp (−�0/') ) for the skeletal mechanism, with numerical values of the San Diego mecha-

nism [3].

Reaction �0 =0 �0
0

1 H+O2 → OH+O 3.52 1016 -0.7 71.42

2 H2+O → OH+H 5.06 104 2.67 26.32

3 H2+OH → H2O+H 1.17 109 1.3 15.17

4 H+O2+M → HO2+M1 :0 5.75 1019 -1.4 0.0

:∞ 4.65 1012 0.44 0.0

5 H2+O2 → HO2+H 2.93 1012 0.356 232.21

62 2HO2 → H2O2+O2 1.03 1014 0.0 46.22

1.94 1011 0.0 -5,89

7 HO2+H2 → H2O2+H 7.80 1010 0.61 100.14

8 H2O2+M → 2OH+M3 :0 7.60 1030 -4.20 213.71

:∞ 2.63 1019 -1.27 214.74
0Units are mol, s, cm3, kJ, and K.
1Chaperon efficiencies are 2.5 for H2, 16.0 for H2O, 0.7 for Ar and He and 1.0 for all other species;

Troe falloff with �2 = 0.5
2Bi-Arrhenius (the sum of the two constants).
3Chaperon efficiencies are 2.0 for H2, 6.0 for H2O, 0.4 for Ar and He and 1.0 for all other species;

�2 = 0.265 exp (−) /94K) + 0.735 exp (−) /1756K) + exp (−5182K/) )

The list of 8 elementary reactions is provided in Tab. 2, along with values of the

rate parameters as extracted from the San Diego detailed mechanism [3]. The cor-

responding file is also made available in Cantera format [9] at pierre-boivin.cnrs.fr.

A significant advantage of this reduced mechanism is that it enables fully explicit

predictions to be made for ignition delay times and other relevant quantities.

The skeletal description has been validated through a set of homogeneous-

isobaric-reactor calculations, performed using the Cantera open-source software [9].

Two typical temperature and species histories in such a reactor are reported in Fig. 3.

To address validation over a wide range of conditions, let us now define the ignition

delay based on histories such as those plotted in Fig. 3.

Generally, the ignition delay is defined as the time of maximum heat-release,

which coincides with the maximum of m)
mC

in Fig. 3, indicated by the two vertical

dashed lines. Alternative definitions for ignition delays exist (such as the time re-

quired for the temperature to increase by 100 K), but general conclusions are found

to remain similar so long as a single consistent criterion is maintained.

https://pierre-boivin.cnrs.fr/my-research/reduced-chemistry/
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Fig. 3 Species and temperature evolution in a homogeneous isobaric reactor initially at (?, ) , i) =
(105 Pa, 1200 K, 1) (top) and (?, ) , i) = (105 Pa, 900 K, 1) (bottom).

Figure 4 shows a comparison of ignition-delay predictions for stoichiometric H2-

air mixtures in adiabatic, isobaric reactors as obtained with the detailed (Tab. 1)

and skeletal (Tab. 2) descriptions. Results from the two descriptions are seen to be

in excellent agreement over wide ranges of pressure, temperature, and equivalence

ratio, supporting the accuracy of the skeletal description.

The 9 Cℎ reaction rate is denoted by l 9 , and the corresponding reaction-rate

constant : 9 = �)= exp (−�/'>)) appears in its proportionality to the product of

the reactant concentrations for the elementary step in question, e.g.

l1 = :1�H�O
2
. (6)

For reactions 4 and 8, the effective third-body concentration �M 9
is defined as the

sum of the concentrations of each species, weighted by the chaperon efficiencies

listed in the footnotes of the table, e.g. l4 = :4�H�O
2
�M4

, with �M4
= 2.5�H

2
+

16�H
2
O + �O

2
+ �N

2
for H2-air mixtures with water addition. The complete system

of equations for the evolution of the concentrations of the chemical species under
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Fig. 4 Comparisons of ignition delays computed with detailed chemistry (solid curves) and 8-step

skeletal chemistry (dashed curves) for hydrogen-air mixtures as a function of temperature (a) and

equivalence ratio (b).

homogeneous, isobaric conditions then reads




3�H
2
/3C = −l2 − l3 − l5 − l7,

3�O
2
/3C = −l1 − l4 − l5 + l6,

3�H
2
O/3C = l3,

3�H/3C = −l1 + l2 + l3 − l4 + l5 + l7,

3�O/3C = l1 − l2,

3�OH/3C = l1 + l2 − l3 + 2l8,

3�HO
2
/3C = l4 + l5 − 2l6 − l7,

3�H
2
O

2
/3C = l6 + l7 − l8.

(7)

These species-evolution equations (7) are coupled with an equation for energy

conservation which, for a constant-pressure, adiabatic reactor, reads

d2?
3)

3C
= −

∑
:

ℎ:
3�:

3C
, (8)

where ℎ: is the enthalpy of formation per unit mass for species : , and the specific

heat at constant pressure of the mixture, 2? , appears on the left-hand side. The system

typically is simplified through a number of common approximations that are listed

below.

A1 Reactants H2, O2 concentration variations can be neglected,

3�H
2

3C
=

3�O
2

3C
= 0 (9)

A2 Temperature variation can be neglected,

3)

3C
= 0 (10)
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A3 Minor species (O, OH) satisfy the quasi-steady-state approximations (QSSA)1,

3�O

3C
=

3�OH

3C
= 0 (11)

A4 The chemistry of (HO2, H2O2) can be neglected,

l6 = l7 = l8 = 0 (12)

A5 Minor species (H, HO2) are in quasi-steady state,

3�H

3C
=

3�HO
2

3C
= 0. (13)

Table 3 presents a selected list of analytical studies of H2−O2 ignition, along

with the corresponding assumptions adopted in each investigation. The approxima-

tions differ, depending on whether the temperature is above or below the crossover

temperature (denoted by )2 , to be defined explicitly later).

Table 3 Assumptions made in selected analytical studies of H2−O2 autoignition.

Authors, year ) > )2 ) < )2
Asaba et al. 1965 [10] A1, A2, A4 ∅
Brokaw et al. 1965 [11] A1, A2, A4 ∅
Treviño et al. 1991 [12, 13] A1, A3, A4 A1, A3

Treviño et al. 1994 [14] A1, A2, A4 ∅
Del Alamo et al. 2004 [15] A1, A2, A3, A4 ∅
Boivin et al. 2012 [16] ∅ A1, A3, A5

Boivin et al. 2017 [17] A1, A2, A4 A1, A3, A5

1.3 A simplified study of high-temperature ignition – crossover

definition

A low-order description of H2 ignition in the high-temperature regime may be

obtained by introducing the assumptions A1–A4 (9–12). The set of equations (7-8)

then reduces to
3�H

3C
= −l1 + l2 + l3 − l4 + l5, (14)

in which most terms involve concentrations of the QSSA species. This equation can

be re-arranged on the basis of the quasi-steady-state assumptions to read:

3�H

3C
≈ 3�H

3C
+ 2

3�O

3C
+ 3�OH

3C
= 2l1 − l4 + l5. (15)

1 A short description of the Quasi-Steady-State Approximation (QSSA) is provided in Appendix 1.
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This equation is fully decoupled from the others, showing that �H satisfies the

first-order differential equation

3�H

3C
= (2:1 − :4�M4

)�O
2
.�H + :5�H

2
�O

2
, �H (C = 0) = 0, (16)

corresponding to (half) the rate of global reaction 3 H2 +O2 −−−→ 2 H2O + 2 H. The

solution to the differential equation is

�H (C) =
(
4
(2:1−:4�M4

)�O
2
.C − 1

) :5�H
2

2:1 − :4�M4

, (17)

leading to an exponential growth of radical H so long as 2:1 − :4�M4
> 0, or,

alternatively, U > 1, where we have introduced the so-called crossover variable U.

The crossover parameter U is defined as

U =
2:1

:4�M4

. (18)

It measures the competition between H-atom branching to form additional active

intermediates, the rate constant in the numerator, to its replacement by a less active

intermediate, the rate constant in the denominator, during its interaction with oxygen

molecules.

• U = 1 corresponds to the second explosion limit,

• U > 1 for temperature/pressure conditions above crossover,

• U < 1 for temperature/pressure conditions below crossover.

At a given pressure, the temperature for which U = 1 is called the crossover temper-

ature )2 . The following relation holds:

U > 1 ⇔ ) > )2 .

Using the rates from Tab. 2 yields )2 = 943 K for a stoichiometric mixture of H2-air

at atmospheric pressure, but this value evidently depends on the choice of detailed

mechanism, as shown in Fig. 2.

This definition (18) is in agreement with the classical result [1] that, at crossover,

the rate of reaction O
2
+H → OH+O is half that of reaction H+O

2
+M → HO

2
+M.

The dependence of the crossover variable U on pressure and temperature is the reason

for non-trivial relation of the second explosion limit, as will be explained in Sec. 2.1.

The development can be extended to obtain an approximation for the ignition

delay C8 . One possible explicit definition of the ignition delay is that the hydrogen

atom concentration reaches a value equal to a minimum reactant concentration:

�H (C8) = min(�H
2
, �O

2
/2), (19)

yielding



Hydrogen ignition and safety 13

C8 =
1

(2:1 − :4�M4
)�O

2

ln

(
1 + min

(
�H

2
, �O

2
/2

) 2:1 − :4�M4

:5�H
2

)
. (20)

This approximation provides a reasonable dependence of the ignition time on tem-

perature, but it leads to a non-physical dependence on the equivalence ratio because

of failure of O and OH steady-state assumptions [15, 18].

1.4 An eigenvalue study of the branching reactions

The main limitation of the above approach is failure of the O and OH steady-state

assumptions A3 (11) [15, 18], which implicitly requires (3�O/3C, 3�OH/3C) ≪
3�H/3C. Not only are H, O, and OH production rates of the same order, as evidenced

by the radical-pool composition presented later, but also the balance between each

of their rates is fundamental in obtaining the correct dependence of the ignition time

on the equivalence ratio, as well as in identifying the most reactive mixture. The

development can nonetheless be carried out without these assumptions, as shown

below.

Keeping only assumptions A1, A2, A4 (9, 10, 12) yields

d�̄

dC
= A�̄ + n̄ , (21)

where

�̄ =
[
�H �O �OH �HO

2
�H

2
O

2

]⊺
(22)

is the radical-concentration vector,

A =



−(:1 + :4�M4
)�O

2
:2�H

2
:3�H

2
:7�H

2
0

:1�O
2

−:2�H
2

0 0 0

:1�O
2

:2�H
2
−:3�H

2
0 2:8�M8

:4�O
2
�M4

0 0 −:7�H
2

0

0 0 0 :7�H
2
−:8�M8


(23)

is the Jacobian matrix corresponding to the chain-branching chemistry, and

n̄ =
[
l5 0 0 l5 0

]⊺
(24)

is the vector containing the initiation rate. To simplify the notation the inverse

characteristic times for each reaction ;1 = :1�O
2
, ;2 = :2�H

2
, etc., are introduced,

yielding

A =



−(;1 + ;4) ;2 ;3 ;7 0

;1 −;2 0 0 0

;1 ;2 −;3 0 2;8
;4 0 0 −;7 0

0 0 0 ;7 −;8


. (25)
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The solution to (21) with initial conditions �̄ (C = 0) = 0 can be cast in the form

�̄ =

∑
8=1,5

08+̄84
_8 C + �̄0, (26)

involving the eigenvalues _8 and associated eigenvectors +̄8 of the Jacobian matrix

A along with the particular solution �̄0, obtained by solving A�̄0 + n̄ = 0. The

coefficients 08 are determined by imposing the initial (null) condition
∑

8=1,5 08+̄8 +
�̄0 = 0.

The set of eigenvalues _8 , obtained as solutions to the characteristic equation as-

sociated with A, includes one or more positive real value. Because of the exponential

growth of the solution, the largest eigenvalue, denoted by _ with associated coeffi-

cient 0 and eigenvector +̄ = (+H, +O, +OH, +HO
2
, +H

2
O

2
), soon becomes dominant, so

that (26) simplifies for _C ≫ 1 to

�̄ = 0+̄4_C . (27)

This equation provides a sufficiently accurate description of the intermediate-species

evolution during the first stages of ignition, irrespective of whether the temperature is

above or below crossover. This is shown in Fig. 5, which compares results of numeri-

cal integrations with the predictions obtained from (27) for the H-atom mole fraction

-H = (0+H4
_C )/[?/('))] and HO

2
mole fraction -HO

2
= (0+HO

2
4_C )/[?/('))].

This linearized approach remains valid until the rate of reaction 6 – the only

one not included in this description – becomes important. From Eq. (27), it is

straightforward to write the time at which this occurs as

C� = _−1 ln

(
_

20:6+HO2

)
, (28)

which defines the instant at which HO2 reaches a steady state, calculated by equating

the HO2 production rate _0+HO2
4_C to its consumption rate by step 6, expressed in

the form 2:6�
2
HO

2
= 2:6 (0+HO2

4_C )2, with +HO
2

denoting the fourth component of

the eigenvector +̄ associated with the largest real eigenvalue _.

The time C� computed from (28) is identified in Fig. 5 as the end point for the

dashed lines evaluated from (27). As can be seen, at high temperature ) > )2 the

H-atom mole fraction grows to significant values ∼ 0.1 at the end of the branching

stage, with the temperature beginning to increase appreciably for C > C� as a result

of the subsequent radical recombination. Under those high-temperature conditions,

therefore, the prediction for C� becomes a prediction for the induction time C8 .

The behavior encountered at low temperatures () < )2) is markedly different,

however, as is seen in Fig. 5 from the computations with ) = 900 K. The radical

concentration is negligibly small at the end of the branching period, which is followed

by a stage of comparable duration ending with a rapid temperature increase. For low

temperatures, therefore, the prediction of the induction time C8 requires consideration

of two different stages, the second of which, for C� < C < C8 , being a thermal explosion

occurring with all radicals (H, O, OH, HO2) in steady state. The thermal-explosion
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Fig. 5 H and HO
2

mole fractions and temperature as functions of time, during isobaric homoge-

neous ignition processes from numerical integrations with the 8-step skeletal chemistry for i = 1,

? =1 atm, with ) = 1200 K > )2 (top) and ) = 900 K < )2 (bottom); the H and HO
2

mole

fractions evaluated with use of Eq. (27) are shown as dashed lines.

stage will be seen in Sec. 1.7 to become dominant as the temperature decreases,

so that for temperatures sufficiently below crossover the branching stage can be

neglected in a first approximation in providing predictions for C8 , as was done earlier

for hydrogen-air ignition [16].

1.5 Radical-pool composition

Although the coefficients 0 and _ in Eq. (28) cannot be obtained analytically for the

5× 5 matrix system, analytical results can be derived by studying regimes above and

below the crossover temperature.

The separate branched-chain-explosion descriptions given below will account

for the markedly different composition of the radical pool found for U > 1



16 Pierre Boivin et al.

and U < 1. This composition is exhibited most clearly by the normalized form

(+H, +O, +OH, +HO
2
, +H

2
O

2
)/(+H + +O + +OH + +HO

2
+ +H

2
O

2
) of the eigenvector +̄

associated with the dominant eigenvalue, which is used in Fig. 6 to illustrate the

dependence on temperature of the radical-pool content for a stoichiometric H2-air

mixture at atmospheric pressure. The vertical dashed line indicates the crossover

condition (U = 1). It is clear that, at high temperatures, H, O, and OH are the main

radicals responsible for ignition, while HO
2

and H
2
O

2
are dominant for temperatures

below crossover.
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Fig. 6 Radical-pool composition obtained from the normalized eigenvector associated with the

dominant eigenvalue for ?=1atm, i=1. The vertical line indicates the crossover U = 1.

Note that, given the eigenvalue _ (to be derived later in Eq. 42), the corresponding

eigenvector can be analytically obtained as




+H = 1

+O = ;1+H/(;2 + _)
+OH =

(
;1+H + ;2+O + 2;8+H

2
O

2

)
/(;3 + _)

+HO
2

= ;4+H/(;7 + _)
+H

2
O

2
= ;7+HO

2
/(;8 + _) ,

(29)

which can be used to express Fig. 6 in a fully analytical manner.
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1.6 Analytical derivation of branching times

Let us now present fully analytical expressions for the branching times. More details

are available in [17]. Hereafter, the superscript + will denote quantities valid above

crossover (U > 1), while − will apply for U < 1.

1.6.1 Branching above crossover " > 1

Above crossover, the main branching species are H, O, and OH, so that the system

(25) reduces to a 3 × 3 system, corresponding to the upper left block of the linear

system:

A
+
=


−(;1 + ;4) ;2 ;3

;1 −;2 0

;1 ;2 −;3


(30)

The eigenvalues of A
+ are obtained as the solution of the characteristic polynomial

det
[
A
+ − _I

]
= _3 + 02_

2 + 01_ + 00 = 0, (31)

where 

00 = (;4 − 2;1);2;3
01 = ;2;3 + ;4 (;2 + ;3)
02 = ;1 + ;2 + ;3 + ;4.

(32)

This characteristic polynomial admits three solutions, _1, _2, and _3, only one of

which is positive, _1 = _+. This is seen in Fig. 7, which shows the variation with the

equivalence ratio i of the three eigenvalues,_1,−_2, and−_3 at atmospheric pressure

for a temperature of 1100K. The figure also shows the accompanying variation of

the main characteristic chain-branching times appearing in A
+. As can be seen, _2

and _3 are both negative, and they are much larger in norm than _1 = _+, validating

the fact that the branching can be described with only one eigenmode (27).

The analytical solution of the cubic polynomial (31) leads to a fairly complicated

expression [15] that can, however, be simplified by noting that 02 is always much

greater than _+, so that in computing this eigenvalue the cubic term in (31) can be

neglected in the first approximation. This is illustrated in Fig. 7, which shows that,

for any mixture fraction, _1 is much smaller than at least one of the rate terms ;1,

;2, and ;3 that appear in the expression for 02. The resulting quadratic equation for _

can then be solved explicitly to give

_+ =

√
02

1
− 40002 − 01

202

, (33)



18 Pierre Boivin et al.

10−2 10−1 100 101 102

ϕ

104

105

106

107

E
ig
en
va
lu
e
(s

−
1 )

λ1

-λ2

-λ3

2l1-l4

l2

l3

Fig. 7 The variation with equivalence ratio of the the three eigenvalues_1 (triangles),−_2 (squares),

and −_3 (circles) and of the reaction rates 2;1 − ;4 (solid curve), 2;1 (dashed curve), ;2 (dot-dashed

curve), and ;3 (dotted curve) as obtained for ? =1 atm, ) = 1100K.

with the 08 defined in (32). Note that similar simplifications to the characteristic

polynomial (31) were investigated by Brokaw as early as 1965 [11], but with less

accurate results, the detailed rate parameters being less well developed at that time.

1.6.2 Branching below crossover " < 1

For temperatures below crossover, H and O, and OH are present in negligible quan-

tities, as testified by the radical-pool composition (see Fig. 6), so their rates can be

assumed to be negligible 3�H/3C = 3�O/3C = 3�OH/3C = 0 to give

− (;1 + ;4)�H + ;2�O + ;3�OH + ;7�HO
2
+ l5 = 0 (34)

;1�H − ;2�O = 0 (35)

;1�H + ;2�O − ;3�OH + 2;8�H
2
O

2
= 0. (36)

Adding (34) and (36) to eliminate�OH and using (35) to eliminate�O in the resulting

equation leads to

:4�O
2
�M4

�H = [;7�HO
2
+ 2;8�H

2
O

2
+ l5]/(1 − U) (37)

as an expression for the H-atom recombination rate. This last equation can be used

in (21) to produce the simplified branching problem

3

3C

[
�HO

2

�H
2
O

2

]
=

[
U;7

1−U
2;8

1−U
;7 −;8

]
.

[
�HO

2

�H
2
O

2

]
+

[
n −

1−U
0

]
, (38)
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where

n− = (2 − U)l5 (39)

is a measure of the reduced initiation rate. The associated characteristic equation for

the Jacobian matrix in (38) can be solved to give

_− =

√
12

1
− 41012 − 11

212

, (40)

where 

10 = −;7;8 (2 + U)
11 = ;8 (1 − U) − U;7

12 = 1 − U.

(41)

A formula valid for all values of U ∈ [0,∞]

. The above formulations were improved in [17] to provide an excellent approximation

for the full 5 × 5 system as

_± = [(�2
1 − 4�0)1/2 − �1]/2, (42)

involving the coefficients

�0 = _+_− (43)

�1 = _−
1 − U

(2 + U) − _+. (44)

Figure 8 presents a comparison between the exact maximum positive eigenvalue

_ of the 5 × 5 linear system (25), as well as the three analytical predictions derived

above:

• _+ (33), valid for U ≫ 1,

• _− (40), valid for U ≪ 1,

• and _± (42), valid for U ∈ [0,∞].

Agreement is seen to be excellent, validating the present approach. Less accurate

approximate expressions for _ may be found in the literature as early as 1965 [11].

1.6.3 Branching-time expression

From the above expressions and their respective associated branching times [17], a

general formula valid for the entire range of temperature can be obtained as

C� = _−1 ln[(1 + U)_2/(2:6l5)] . (45)
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Fig. 8 Variation with temperature of the exact eigenvalue _ of the 5×5 linear system (25), _+ (33),

_− (40) and _± (42), for a stoichiometric H2-air mixture at 1atm.

Excellent agreement is obtained between the analytical prediction (45) and detailed

integration of the branching time, as is seen in Fig. 9. The remaining difference

between branching time (to reach HO2 steady state) and ignition time (to reach

maximum heat release) below crossover is accounted for by the thermal-runaway

stage described in the next Section.
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Fig. 9 Ignition delay C8 (thick solid line) determined numerically with the 20-step San Diego

mechanism for a stoichiometric hydrogen-air mixture at atmospheric pressure. The thin dashed line

represents the branching time C� evaluated from Eq. (28), and the circles representing predictions

obtained from Eq. (45).
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Having derived an expression for the induction time C� (45), the reason for the

failure of O and OH steady states (15) during this stage, indicated at the beginning

of the full Jacobian eigen study of Sec. 1.4, is now clear:

• The H, O, and OH growth rates are of the same order (see Fig. 6), resulting in

(15) being a poor approximation : Together, O and OH represent close to 25% of

the radical-pool content at stoichiometric conditions, and over 50% close to the

lean flammability limit.

• The simplified formula for C8 (20) obtained using O and OH QSSA yields a

main temperature dependence ∼ (2;1 − ;4)−1, instead of the result ∼ _−1 in (45).

Upon comparing the inverse-characteristic-time (2;1− ;4 and _) equivalence-ratio

dependences seen in Fig. 7, it becomes clear that the former approximation does

not exhibit the expected maximum at the most-reactive mixture ratio, while the

latter does. The two formulations, however, do asymptotically approach each other

in the rich limit.

1.7 Thermal runaway

As observed in Fig. 5, ignition below crossover proceeds in a two-stage process, with

a thermal explosion following the initial branched-chain period investigated above.

To analyze the thermal runaway it is reasonable to assume that approximations (A1,

A3, A5) hold. The steady-state assumptions for H, O, OH, HO2 lead to a two-step

reduced mechanism derived from the skeletal mechanism, with overall reactions

H2 + O2

I→ H2O2

2H2 + O2

II→ 2H2O,

and associated rates

lI =
2 − U

2(1 − U)l7 (46)

lII = 2l8. (47)

The above expressions involve the elementary reaction rates (l7, l8). In evaluating

l7 = ;7�HO
2
, a simplified steady-state expression is introduced,

�HO
2
=

√
;8�H

2
O

2

:6 (1 − U) , (48)

neglecting contributions from the elementary reaction 7, an excellent approximation

under most conditions [16]. With reactant consumption neglected, the homogeneous

ignition history associated with the above reduced chemistry can be obtained by

integration of
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d�H2O2

dC
= lI

d2?
d)

dC
= &lII

with initial temperature ) = )> and initial H
2
O

2
concentration �H2O2

= 0, the

concentration of H
2
O

2
produced in the earlier branching stage being negligible here.

In the formulation d and 2? are the initial values of the density and specific heat at

constant pressure. The heat released by reaction I has been neglected in the energy

equation, since its contribution is small compared with that of the other two reactions,

which have been expressed in terms of the global heat release of reaction II, which

is

& = −2ℎH2O, (49)

depending only on the enthalpy of formation of water, ℎH2O = −241.8 kJ/mol.

The analysis proceeds by noting that the activation energies of the overall reaction-

rate constants :8, and :7 (:8/:6)1/2, appearing in lI upon substitution of (48) are

very similar, so that a single dimensionless activation energy V = �8/('>)>) +
=8, based for definiteness on the low-pressure rate parameters =8 = −4.20 and

�8 = 213.71 kJ/mol of the elementary rate constant :8 = �8)
=8 exp[−�8/('>))],

characterizes the strong temperature dependence of ratesl7 andl8. For large values

of V, introduction of the rescaled variables

\ = V
) − )>

)>
, i = (V@-)2/3�H

2
O

2

�M8

, and g =
(V@)1/3

(1 − U) -
−2/3;8C (50)

reduces the problem to the integration of




di

dg
= i1/24\

d\

dg
= i4\

(51)

with initial conditions i(0) = \ (0) = 0. The constant :8 in the definition of g and

the reaction-rate parameter

- =
2�M8

√
:8:6 (1 − U)

(2 − U);7
(52)

are to be evaluated at the initial conditions. The above expressions involve the

dimensionless effective heat of reaction

@ =
&�M8

d2?)>
. (53)

Dividing the second equation of (51) by the first provides \ =
2
3
i3/2 upon

integration, leading to the dimensionless thermal-explosion time
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g� =

∫ ∞

0

di

i1/2 exp
(

2
3
i3/2

) . (54)

This integral takes the value

g� = (2/3)2/3
Γ(1/3) ≃ 2.0444, (55)

where the Γ function Γ(I) =

∫ ∞
0

GI−14−G3G is introduced. The definition of the

dimensionless time g given in (50) can be employed to show that the dimensional

explosion time is

C� =
-2/3 (1 − U)
(V@)1/3;8

g� . (56)

Typical results obtained for the explosion time C� are presented in Fig. 10, showing

an excellent agreement with the detailed integration in the low-temperature range

U ≪ 1. Since the present stage can be triggered only after HO2 has reached steady

state, e.g. after the branching duration C�, the induction duration may be obtained as

the sum C� + C� . The evolution of C�, and C� + C� are included in Fig. 10, exhibiting

excellent agreement.
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Fig. 10 The solid curve represents the variation with temperature of the induction time C8 obtained

numerically with detailed chemistry for a stoichiometric hydrogen-air mixture with at ? = 1 atm.

The dashed curves are evaluated from (45) and (56) for those same conditions, with the circles

representing the sum C� + C� .

1.8 Recap: analytical formulas for H2 induction times

The induction time can be obtained analytically as the sum of
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• the branching time C� (45), time for HO2 to reach a steady state, and

• the explosion time C� (56), time of the thermal runaway, present for U < 1.

Figure 11 shows the reasonable agreement obtained for the above formulation, over

a wide range of pressure, temperature and equivalence ratios.
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Fig. 11 Comparison of ignition delays C8 in air obtained by numerical integrations for the complete

20-step chemistry (solid curves) with the analytical prediction C8 = C� + C� (dashed curves).

2 Limit phenomena in canonical flow configurations

We have now described in-depth the basic chemistry behind H2 ignition. Once the

chemical ignition time is known, the various problems of ignition limits all come

down to comparing this chemical timescale with a given problem timescale (e.g.

convective or diffusive timescales). This section aims at providing a wide overview

of such problems. Attention will be directed to the seven canonical experimental

scenarios listed in Tab. 4.

2.1 Explosion in a closed vessel: the three explosion limits

This section presents the link between the derivation presented in Sec. 1 and the

three explosion limits presented in Introduction. A sketch of an explosion in a

spherical vessel is provided in Fig. 12. The vessel, of radius 0, is initially filled with

a homogeneously premixed mixture of H2−O2 at a certain pressure and temperature.

The (?, )) values separating explosive and non-explosive domains define the so-

called explosion limits, shown in Fig. 13. The curve clearly exhibits three sections,

referred to as the first, second, and third explosion limits, in order of ascending

pressure. As indicated in Sec. 1.3, the counter-intuitive character of the second

explosion limit, pointed out in the introduction, is a consequence of the fact that it

corresponds exactly to the crossover conditionsU = 1, or 2;1 = ;4, identified in Fig. 13
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Table 4 List of canonical experimental scenarios of Sec. 2.

# Phenomenon Description

1 explosion limit Explosion of a mixture initially at rest in a closed vessel, corresponding to

the experiment by Lewis & von Elbe [1].

2 flammability limit Subsonic propagation limit of a reactive front (deflagration) in premixed

gases. Planar case, and multi-dimensional effects.

3 detonability limit Supersonic propagation limit of a reactive front (detonation) in premixed

gases. Planar case, and multi-dimensional effects.

4 flame lift-off Ignition in an evolving mixing layer downstream from a splitter plate, as

in a high-speed-jet lifted flame or a fuel leak into a hot environment.

5 wall ignition Ignition induced by the heat fluxes from hot walls in natural or forced

convection.

6 shock ignition Ignition induced by the thermodynamic-property jumps across a shock

discontinuity.

7 extinction limit Extinction limit of strained diffusion flames.

0

3�H

3A

����
A=0

= 0
�H (A)

3�H

3A

����
A=0

= −Y 2̄

4�H

�H (A = 0)

H2−O2 (?, ), i)

Fig. 12 Sketch of the problem of an explosion in a closed vessel for a sphere of radius 0.

as the dotted line; the unexpected pressure dependence is due to the fact that reaction

4 involves a third body which produces a cubic (third-order) pressure dependence,

while reaction 1 is of second order. The first and third explosion limits are a result

of competition between the branched-chain reaction, occurring in the center of the

vessel, and diffusion of intermediate species, necessary for that branching, to the

vessel walls, where their destruction occurs by heterogeneous reactions.

2.1.1 A spherical-diffusion approach

A straightforward approach, originally considered more than 85 years ago [19,20], is

to address the problem sketched in Fig. 12, in spherical coordinates. This, in general,
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Fig. 13 Explosion limits of a stoichiometric hydrogen-oxygen mixture in a spherical vessel of

radius 0 = 3.7 cm. Experimental (solid curves) data are extracted from [1]. Numerical values are

shown for two different approaches, one, the dashed curves, is obtained by solving equations (62)

and (67), while the other, the dot-dashed curves, is obtained through equation (66). The dotted line

corresponds to the extended second-explosion-limit condition U = 1.

involves solving differential equations in A , expressing steady-state diffusion-reaction

balances, for each of the five reaction intermediaries, bringing in the diffusion

coefficients, �: for each species : . Since the diffusion coefficient of the H atom

exceeds that of any other species by more than a factor of three, a potentially useful

simplification is obtained by retaining only the H contribution (as in Sec. 1.3) to

obtain

− 1

A2

m

mA

(
A2 m

mA
�H.�H

)
= (2;1 − ;4).�H. (57)

Subject to the condition 3�H

3A
= 0 at A = 0, this equation can be integrated to give

�H = (C/A) sin
(
A
√
((2;1 − ;4)/�H)

)
, (58)

where C is an integration constant. If H is consumed completely at the walls, then

0
√
(2;1 − ;4) /�H = c, (59)
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but, as described in [20], this largely overestimates the extent of H destruction at

the wall, whence the boundary condition is better described through imposition of a

finite catalytic destruction rate at the wall, such as

− �H

3�H

3A
(A = 0) = Y

2̄

4
�H (A = 0), (60)

where Y is the sticking coefficient – the fraction of molecules being destroyed upon

reaching the vessel wall (typically 10−5 to 10−2) – and 2 is the average molecular

velocity [21],

2 =

√
8')

c,
. (61)

Introducing the wall catalytic destruction of radicals then result in modifying the

critical radius for explosion as

0
√
(2;1 − ;4)/�H ≈ 0.534, (62)

which corresponds to a sticking coefficient of 0.72
√
�H_/2̄, around 0.001. The lower

part of the dashed curve in Figure 13 was obtained employing equation (62), showing

excellent agreement with the experimental data from Lewis & von Elbe [1].

2.1.2 A Jacobian-based approach

A simpler approach for deriving explosion limits can be found in work of C.K.

Law and coworkers [22, 23]. The problem is assumed to be zero-dimensional, with

the rate of removal of intermediate species at the wall embedded directly into the

chemical-kinetic Jacobian (25).

The destruction rate of intermediate species at the wall is of first order, being

proportional to the species concentration, with an (inverse-time) rate constant :

defined as

::,F =
1

4
Y:2:

(

+
, (63)

much like in (60), where (/+ is introduced as the surface-to-volume ratio of the

vessel ((/+ = 3/0 for the spherical case), and average molecular velocities 2̄: and

sticking coefficients Y: being different for each species.

With radicals destruction at the wall added in this zero-dimensional formulation,

Eq. (21) becomes

d�̄

dC
= A

′�̄ + n̄ , (64)

where �′ now includes wall-destruction terms along its diagonal
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A
′
=



−;1 − ;4 − :H,F ;2 ;3 ;7 0

;1 −;2 − :O,F 0 0 0

;1 ;2 −;3 − :OH,F 0 2;8
;4 0 0 −;7 − :HO

2
,F 0

0 0 0 ;7 −;8 − :H
2
O

2
,F .


.

(65)

The Jacobian-based approach can be applied at temperatures high enough for reac-

tions to occur, but it fails at the explosion limit when the wall reactions are included

because the matrix A
′ becomes singular there,

det (A′) = 0. (66)

This condition is plotted in Fig. 13 as the dashed-dotted curve, with the selections

Y: =
[
YH, 0, 0, 5 × 10−3, 0

]
as expressed in the order of radical vector �̄ (22). In

plotting the results, we took the liberty of employing YH = 0.72
√
�H_/2̄, consistently

with the analysis of the previous section2.

The resulting predictions are seen to be in excellent agreement with the exper-

imental results, indicating that the values chosen for the sticking coefficients may

be reasonable. In this description, the H-atom destruction at the walls YH controls

the first limit, while the third explosion limit would be highly sensitive to HO2

destruction through YHO
2
, instead.

2.1.3 The third explosion limit

The much-disputed [24, 25] upper part of the dashed curve in the figure is obtained

from the parameter-free expression

0 =

(
10.25�H

2
O

2

√
^)>:6

;8;7
√
V&

)1/3

, (67)

which is derived from a thermal-explosion analysis, with H2O2 being the dominant

intermediary that diffuses to the walls where it is destroyed completely [16, 26].

The success of this model is comparable with that of Wang et al. [22] in de-

scribing the third limit, demonstrating that two very different physical processes can

produce nearly identical predictions for this limit when suitable values are assigned

to unknown parameters. For example, in the Jacobian approach (66), with the values

of the sticking coefficients selected for the figure, H2O2 is not consumed at all at the

walls, while in the diffusion approach it is consumed completely. On the other hand,

HO2 is assigned a constant sticking coefficient for the dot-dash curves (66) in the

figure, while it is not consumed at the walls for the dotted curves (67) !

2 The expression selected here for YH produces a value that increases appreciably as temperature

increases along the limit curve, consistent with the expected increase in the destruction rate with

increasing temperature, while it is assumed to be a constant in [22], leading to larger discrepancies

for the first explosion limit.
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Concerning the relationship with the first section, it may be observed that the

Jacobian approach is equivalent to neglecting the runaway time (56) in comparison

with the branching time, (28) C� ≪ C� while, for Eq. (67), C� ≪ C� is assumed. Upon

investigating Figs. 5, 9, 10, and 13 (see also [17,27] for a discussion on the transition

between the two regimes), one can infer that the Jacobian approach is valid close to

the turning point (at which U ≈ 1), while the diffusion approach (67) is the correct

one for higher pressures, where U ≪ 1. The strong sensitivity of predictions of the

Jacobian formulation to the value of the HO2 sticking coefficient for U ≪ 1 [23] is

also a good indicator that the parameter-free expression (67) is the correct one there.

2.2 Premixed flames: flammability limits

This section addresses only the so-called flammability limits of H2-air planar flames

(deflagrations); the reader is referred to the Chapter on laminar flames for a full

description of H2 premixed-flame properties. It is simply recalled here that premixed-

flame propagation involves a thermal diffusivity �) to conduct heat upstream to

regions where ) < )2 , raising the temperature to ) > )2 so that oxidation can

proceed at a rate characterized by a reciprocal time ¤l, leading to a deflagration

velocity (! ∝
√
�) ¤l [2, 28].

In most applications, premixed combustion involves the propagation of quasi-

isobaric waves called deflagrations or premixed flames. They often propagate in

highly turbulent flows and are affected by the flow dynamics. In such scenarios,

different combustion regimes are encountered, depending on competition between

the turbulent flow and molecular transport with chemical reaction. Though multiple

regimes exist, it is well accepted that most turbulent-flame properties can be related

to the self-sustained planar-flame propagation velocities under laminar conditions,

the so-called laminar burning velocity (! . This value emerges as a fundamental

measure of the reactivity of a premixed system for given initial conditions.

In developing detailed mechanisms [3–8], an enormous amount of effort has

been invested in determining this fundamental property, both experimentally [29–

40] and numerically [41, 42]. Figure 14 presents a large selection of experimental

results for hydrogen-air flame velocities and compares those results with numerical

predictions obtained using the complete mechanism of Tab. 1. Excellent overall

agreement is evident between the different experimental data sets – obtained by

different research groups – showing that one-dimensional planar flame propagation

is now relatively well described, at least under normal ambient conditions. Although

only one numerical prediction is shown, other detailed descriptions [4–8] of Fig. 2

produce similar agreement for these ambient conditions. On the other hand, rate-

optimization of detailed descriptions for high pressures remains an active topic of

investigation.
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Fig. 14 laminar flame velocity of hydrogen-air mixtures at atmospheric conditions. Solid curve

corresponds to calculations with the complete mechanism while symbols correspond to experiments

as follows:
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Reference [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40]
∗ Data extracted from [20].

2.2.1 Planar premixed-flame propagation limit – flammability limits

At low concentrations of the limiting reactant (hydrogen for fuel-lean flames and

oxygen for fuel-rich flames), the concentrations of the intermediate chemical species

are small, and their production and destruction occur in a thin layer at the hot end of

the flame. Under these conditions, only nine elementary reactions, described in [43],

are needed to describe the flammability limit accurately.

1 H + O2
−−−⇀↽−−− OH + O

2 H2 + O −−−⇀↽−−− OH + H

3 H2 + OH −−−⇀↽−−− H2O + H

4 H + O2( + M) −−−→ HO2( + M)

5b HO2 + H −−−→ H2 + O2

6’ HO2 + H −−−→ 2 OH

7’ HO2 + OH −−−→ H2O + O2

8’ H + OH + M −−−→ H2O + M

9’ 2H + M −−−→ H2 + M

The necessary rate parameters are given in standard format in [43], as extracted from

the San Diego detailed mechanism [3]. The first 5 of these reactions correspond to

those of the skeletal mechanism for autoignition conditions, and the first 4 alone

suffice to describe the fuel-lean limit. This numbering is employed only in the
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present section (Eqs. 68 through 70), with primes identifying steps having numbering

different from that elsewhere in this chapter.

The OH and H radicals are found to satisfy the quasi-steady-state assumption,

so that a single global reaction 2H2 + O2 → 2H2O suffices to describe the flame

structure. The associated global reaction rate is obtained from the elementary reaction

rates according to

l = l4 5 + l8′ 5 + l9′ 5 = :4 5 �M4
�O2

�H + :8′ 5 �M′
8
�OH�H + :9′ 5 �M9′�

2
H. (68)

From the OH steady-state approximation, the reaction rate may be simplified, near

the lean limit, as

l =

(U
2
− 1

) :2 5 :3 5 /:11

1 + :31�H2O

:4 5 �M4
�O2

�2
H2
. (69)

For deflagration propagation to be possible, l has to be positive somewhere in

the flame - within which the temperature vary from its fresh-mixture value to the

adiabatic flame temperature )0. Since U increases with temperature, this condition

is equivalent to )0 > )? , where )? is the temperature at which l is zero. At the lean

limit (69), )? therefore corresponds to the condition U = 2, yielding a temperature

somewhat higher than the induction crossover temperature )2 (corresponding to

U = 1).

In a similar manner a simplified equation for the rich limit can be derived as

l =

©«
U

2
− 1 +

:6′ 5 /(:6′ 5 + :51)

1 + :7′ 5
:6′ 5 +:51

:31�H2

:3 5 �H2O

ª®®¬
(:4 5 �M4

)2

:31�H2O

:3 5 �H2

:8′ 5 �M8
+ :9′ 5 �M9′

�2
O2
, (70)

yielding a slightly different condition for )? , valid at the rich limit. A more complex

formula for )? , applicable for both the lean and rich limits, is also available [43].

Figure 15 compares the laminar burning velocity predicted by the 1-step mecha-

nism according to the global rate in the corresponding limit (Eq. 69 or 70) with that

of the complete mechanism. There is excellent agreement at both limits. Agreements

improve with increasing pressure, extending over wider ranges of equivalence ratios

(not shown here). The )? and )0 curves may be seen in the figure to cross at zero

burning velocity, corresponding to the lean and rich flammability limits.

Near the rich limit pulsating instabilities arise in one-dimensional, planar prop-

agation [44–46] as a consequence of the high Lewis number of O2 in these flames,

resulting in oscillations of the peak values of the temperature and H-radical con-

centration profiles [47,48]. The transition between steady and unsteady propagation

regimes is linked to a Hopf bifurcation [49,50]. For the pulsating regime, the one-step,

steady description described above fails, and at least two global steps are required.

Taking this phenomenon into account has the effect of narrowing the flammability

range around the rich limit [47, 48].
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Fig. 15 Laminar burning velocity and the adiabatic flame temperature,)0 of hydrogen-air mixtures

at normal atmospheric conditions as functions of the equivalence ratio. Also shown are the premixed

flame crossover temperature, )? , and the classical crossover temperature, )2 . The solid curve

corresponds to the complete mechanism [3] while the dashed segments represent predictions of the

single-step mechanism [43].

2.2.2 Multi-dimensional effects and potential unexpected propagation in

narrow channels.

Departures from the one-dimensional configuration discussed above are prevalent for

hydrogen flames. Planar-deflagration instabilities are associated intimately with the

relation between the molecular transport process and the finite rate of heat release.

The well-known Darrieus-Landau instability, which results from the density change

across to a perturbed flame front, tends to destabilize the flame front [51–53], but the

effect may be offset by diffusive-thermal phenomena. In the specific case of hydrogen

flames, this typically occurs only over an intermediate range of equivalence ratios,

and the flames are intrinsically unstable for rich and lean mixtures.

Near the lean propagation limit, cellular finger-like structures arise and propagate

into the fresh mixture [54–58]. In addition, heat-loss effects become important when

walls are present, and they can drastically modify flame propagation. Veiga-López

et al. [59] studied the effects of heat losses on hydrogen flame propagation in a

quasi-two-dimensional Hele-Shaw combustion chamber, controlling the heat-loss

rate by modifying the gap distance between the two plates. Figure 16 shows the

water trace that the H2-air flame leaves behind after the combustion process, as

revealed by a Schlieren technique. Under low-to-moderate heat losses, case (a) in

Fig. 16, a continuous flame front characterizes the propagation, but, when the heat

losses become important, the flame front breaks into several small flame cells that

propagate into the fresh gases, continuously generating secondary smaller cells in a
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fractal-like pattern, Fig. 16(b). The last mode found in this investigation, with high

heat losses that are nearly enough to completely prevent propagation, involves the

propagation of isolated flame cells moving almost straight, as is seen Fig. 16(c).

Thorough explanations of these observations are yet to be completed.

Fig. 16 Downward propagating H2-air flames in a Hele-Shaw cell, near the lean flammability

limit [59]. Reprinted figure with permission from F. Veiga-López, M. Kuznetsov, D. Martínez-

Ruiz, E. Fernández-Tarrazo, J. Grune, and M. Sánchez Sanz, Physical Review Letters, vol. 124, p.

174501, 2020. Copyright (2020) by the American Physical Society.

The two unexpected propagation modes are related to the intense heat-loss con-

tribution that tends to prevent flame propagation, along with the high hydrogen

diffusivity, which can compensate for the heat losses by bringing surrounding hy-

drogen into the reaction zone of the flame and thereby providing higher hydrogen

content there to release more heat. These two unexpected propagation modes extend

the flammability limits of H2-air flames beyond the planar, adiabatic flammability

limits; Figs. 15 and 16 (a), exhibit a minimum H2 concentration ∼ 9.5%, while the

authors of [59] report propagations for H2 concentration as low as ∼ 4.5%. This

result is particularly important for safety studies as it implies that H2 flames may

propagate in gaps much narrower than initially anticipated.

A three-dimensional configuration in which hydrogen burns under suitable con-

ditions is that of flame balls. Flame balls were first predicted in theoretical work by

Zel’dovich [60], who reasoned that they would be unstable and therefore not observ-

able in the laboratory, but later they were found experimentally by Ronney under

microgravity conditions [61–64]. They consist of a spherical reaction layer bound-

ing a hot core of reaction products, heat and products diffusing to the surrounding

region while the fresh gases supply the reactants by diffusing into the reaction layer

from the surroundings. Radiation heat losses that were not considered in the original
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analysis stabilize the structure, enabling it to survive so long as buoyancy or other

perturbations do not move it to walls that quench it [65].

2.2.3 Conservative deflagration limits for hydrogen safety

In addressing hydrogen safety issues, it may be convenient to retain a single value for

hydrogen flammability limits, instead of a value for each specific flow configuration.

The values commonly found in hydrogen safety reports are listed in Tab. 5, with the

lean limit being most important for safety considerations.

Table 5 Hydrogen deflagration limits in Oxygen and Air [66, 67], expressed in H2 vol. %.

Lower Upper

Flammability limit O2 4.0 95.0

Flammability limit Air 4.0 75.0

The notable difference between the lean flammability limits seen in Fig. 15,

corresponding to a H2 volume content of ∼ 9.8% rather than 4%, is due to (i)

multi-dimensional effects and (ii) gravity effects. The 1D study (Fig. 15) neglects

influences of wrinkling and curvature which effectively extend the limit as shown,

e.g., in the example of Fig. 16. The lean limit is also strongly dependent on the

direction of propagation of the flame relative to that of gravity. In [66], a value of

4% is reported for upward propagation, which favors the development of curvature

through the influence of buoyancy, whereas the limits for horizontal and downward

propagation are close to 7% and 9%, respectively. With these considerations in

mind, 4% seems to be a safe, conservative estimate for the lean flammability limit

for hydrogen mixtures.

2.3 Detonation propagation limits

As in the deflagrations studied above, ideal detonations are also planar fronts, but

their physics of propagation relies on adiabatic shock compression and subsequent

autoignition. A strong coupling between the leading shock and the reaction zone is

a key feature of self-sustained detonations. Its characteristic propagation velocity is

on the order of km s−1, whereas H2 propagation velocities of deflagrations do not

exceed a few m s−1. The usually observed detonation propagation speed is called the

Chapman-Jouguet velocity, �CJ, a minimum in that strong detonations propagate

faster but weaken over time through wave interactions. In the presence of losses (i.e.

curvature, friction, interaction with inert layers, etc.) detonations have been observed

to propagate at speeds below �CJ. If these losses are strong enough to decouple the

leading shock from the reaction zone, extinction occurs.
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Indirect initiation of detonations can occur through deflagration-to-detonation

transition (DDT), which involves the initial ignition of a flame, its subsequent accel-

eration, the formation of shocks ahead of it, and often interactions with obstacles [68],

leading to flame-shock complexes that result in detonation onset usually with local-

ized explosions arising downstream from the precursor shock, typically in boundary

layers near walls or near the flame front [69,70]. One of the first detailed observations

of DDT was documented by Oppenheim et al. [71]; recent numerical simulations

have helped to clarify the phenomenology of DDT [72–74], although the processes

involved are so complex that much more remains to be learned about them.

Gaseous detonations exhibit a characteristic cellular structure, which effectively

involves the motion and collisions of transverse waves passing along the wave front

forming triple points (see Fig. 17). Traditionally, detonation cells have been charac-
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Fig. 17 Top : Experimental soot foil marking the trajectory of triple points obtained in a tube of

57 mm in diameter for a hydrogen-air mixture with propane addition at normal ambient pressure

and temperature (?0 = 100 kPa and )0 = 300 K). Image adapted from [75]. Bottom : average

detonation cell size as a function of equivalence ratio for H2-air. Experimental data (symbols);

curve fit (solid line).

terized as having either a regular or an irregular structure. Regular detonation cells

have very structured patterns with cell sizes that can be unambiguously determined.

Irregular detonation cells on the other hand, exhibit stochastic-looking structures
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where various length scales are present [76, 77]. The characteristic cell size X2 3 is

directly correlated with the reactivity of the mixture, smaller X2 values being as-

sociated with faster reaction rates. As a result, X2 increases drastically for mixture

compositions away from stoichiometry or with high dilution levels [78] (see Fig. 17).

Detonation propagation limits for uniform mixtures are typically given as a func-

tion of a characteristic length, ℓ, dictated by the configuration considered, scaled by

the detonation cell size, X2 . Qualitatively, for confined tubes and channels the critical

conditions are ℓ ≥ X2/c and ℓ ≥ X2 , respectively. Experimentally, for detonation

transmission from tubes/channels to open-space (see Figures 18), ℓ is 13X2 and

Fig. 18 Schematic representation of detonation transmission from a tube to an open area. Left :

detonation front propagation in a tube. Right : detonation front diffraction 1 and re-ignition 2-3

process.

11X2 for most hydrocarbons, and reduces to ℓ = 3X2 for high-aspect-ratio channels;

the latter critical value was also found for detonation propagation in stoichiometric

hydrogen-oxygen mixtures confined by an inert layer [79], but for hydrocarbons,

this value increases to ℓ ∼ (5 − 10)X2 [80]. These experimental results suggest that,

depending on the boundary conditions that the wave is exposed to (i.e., confining

walls or inert gases), the extinction limits vary; triple points play a fundamental role

in detonation propagation and conditions in which their reflections are totally or

partially suppressed render the wave more prone to failure.

The prediction of limiting behaviors for detonations is a challenge even with the

use of state-of-the-art numerical simulations, likely because of the very simplified

descriptions of the chemistry that have to be used, as discussed in [81] or the

assumption of inviscid/non-conducting flow that typically is made, as argued in [82].

Experimental data bases [78] therefore continue to be the most reliable source

when limits are needed for design and sizing of facilities, be it to avoid detonation

3 Most authors use _ for the cell size, which in this chapter denotes the mixture’s reactivity.
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initiation in industrial settings [83] or promote detonation propagation in propulsion

applications (such as in rotating detonation engines [84, 85]).

In spite of the challenges mentioned above, simple models exist in which sink

terms are added, to account for heat and momentum losses or curvature, to the

Zel’dovich-von Neumann-Döring (ZND) model (a 1-D laminar, steady description

of a detonation wave) from which one can obtain the so-called � − 2 5 [86] and

� − ^ [87] curves. Turning points on these curves yield the maximum friction/heat

losses or curvature that a one-dimensional detonation is able to sustain, thereby

providing a conservative propagation limit. In the specific case of H2 detonations,

even simpler models can be devised in which the thermodynamic state behind the

leading shock (i.e., von Neumann state) is simply compared with the crossover

temperature, )2 , as proposed by Belles [88, 89]. A selection of these models will be

discussed briefly next.

2.3.1 Propagation limits of planar detonations - Belles’ Model

Ideal detonability limits may be understood in a way very similar to the deflagration-

limit considerations presented in the previous section, namely evaluating a crossover

variable (or temperature )2) in the induction zone. According to Belles [88, 89],

self-sustained detonation exist for U > 1 in the post-shock region, also referred to as

the von Neumann (vN) state.

In Belles’ model [88] the critical Mach number "02 is computed using the

Rankine-Hugoniot jump relations and the condition that U = 1 at the vN state.

Since the post-shock temperature increases with increasing Mach number, self-

sustained detonations are possible only if the detonation Mach number "0� =

�CJ/20 is greater than "02 (i.e., "0� > "02), where 20 is the sound speed in the

fresh mixture [90]. The latter statement is equivalent to saying that the post-shock

temperature at the vN state, )vN, exceeds )2 at the post-shock pressure, ?vN .

Figure 19 shows the post-shock temperature, )vN, computed using detonation

software [91], and the crossover temperature)2 evaluated at the post-shock pressure,

?vN, as a function of equivalence ratio for H2 − O2 and H2-Air mixtures. Since

detonability limits are often reported in percent by volume, %H2, vol corresponding

axes are also included in Fig. 19. The predicted lean limits are %H2, vol = 17.8 and

%H2, vol = 19.5 for H2−O2 and H2-air, respectively, in agreement with experimental

data [92]. Similar observations can be made for rich limits, H2 − O2 exhibits wider

limits (%H2, vol = 90) than H2-air (%H2, vol = 58).

2.3.2 Propagation limits in tubes - Fay’s model

As mentioned above, experimental detonability limits are dependent on the initial

mixture conditions as well as on the nature of the boundary [93]. Two main categories

are yielding confinement [81, 94, 95] and rigid confinement [96, 97]. For a given

mixture composition i and thermodynamic state there is a tube diameter below
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Fig. 19 Detonation post-shock temperature (solid curves) and the crossover temperature at the

Neumann state (dashed curves) as a function of equivalence ratio for H2-O2 (black) and H2-air

(red) mixtures. Conditions: ?0 = 1 atm, )0 = 300 K) prevail in the fresh mixture. The ideal

detonability limits correspond to the intersection of the solid lines with the dashed lines.

which a steady detonation can no longer be sustained. Figure 20 shows the limit

equivalence ratio as a function of the inverse of the tube diameter. Narrowing of the

limits with decreasing diameter is evident, and it may be inferred by extrapolation

that there is a diameter small enough that propagation can be prevented for all

equivalence ratios.

As the tube diameter decreases, boundary-layer effects becomes prominent, and a

detonation velocity deficit is observed. The losses are due to friction and heat transfer

to tube walls, causing front curvature and flow divergence at the boundaries. More-

over, the detonation velocity changes affect the post-shock and final-state conditions,

thereby altering detonability limits. Fay [99] proposed a model based on the negative

displacement thickness of the wall boundary layer. An expression for the velocity

deficit can be derived from the conservation equations of quasi-one-dimensional

flow :

Δ�< =
Δ�

���

=
��� − �

���

= 1 −
[

(1 − a2)
(1 − a)2 + W(2a − a2)

]1/2
, (71)
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Fig. 20 Equivalence ratio as a function of inverse of tube diameter, adapted from [98]. Circles

represent experimental results for H2-Air mixtures while triangles are for H2-O2 mixtures.

where a = b/|(1 + W) (1 + b) |, b is the stream-tube area-divergence factor, and W is

the ratio of specific heats. The area divergence is estimated from the boundary-layer

displacement thickness X∗ :

b =
�1

�0

− 1 =
c(3/2 + X∗)2

c(3/2)2
− 1 ≈ 4X∗

3
,with X∗ = 0.22G0.8

(
`4

d0���

)
, (72)

where `4, G, and d0 are the burnt-gas viscosity, the distance from the shock, and the

initial gas density, respectively.

Fay’s model [99] is compared with experimental results from Gao et al. [100] in

Fig. 21. Three tube diameters 3 = (1.8, 4.6, 10.9) mm are selected, and the initial

pressure is varied to seek the maximum velocity deficit for which propagation was

achieved. As the initial pressure decreases, the characteristic length scales of the

detonation (X2) increase towards the tube diameter, and the effects of lateral losses

become increasingly important, enhancing the velocity deficit, until the leading

shock decouples from the reaction zone and quenching occurs. These results show

that the theoretical model predicts correct trends but fails to predict the experimental

velocity deficit accurately, implying that the process of detonation extinction is more

complex and involves elements beyond the assumptions made for the derivation of

this model.

An earlier study by Wood and Kirkwood [101] also takes into account the 2-D

detonation curvature, but, as shown by Reynaud et al. [95,102], who compared results

of numerical simulations with the model’s predictions for detonation propagation

under yielding confinement, it, too, is limited in its ability to recover the detonability

limits of real mixtures. These observations attest to the complexity of the physical
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Fig. 21 Velocity deficit�/�CJ as a function of the initial pressure for three different tube diameters.

Comparison of Fay’s [99] model (solid lines) for H2 − O2 mixture with experimental results

from [100] (symbols).

processes involved in multidimensional configurations. To obtain more complete

descriptions of the detonability limits of hydrogen for practical applications, it seems

to be important to take into account additional characteristic scales, beyond the

chemical scales, the size of the cellular structure X2 , and the front curvature, by

further addressing other transverse and longitudinal scales, such as the distance

from the shock to the sonic plane (i.e., the hydrodynamic thickness) along with other

geometrical aspects [103].

2.3.3 Conservative detonability limits for hydrogen safety

Just as was addressed for flammability limits in Sec. 2.2.3, it is convenient to retain

single values for detonability limits. The values most widely found in the literature

are reported in Tab. 6. Detonability limits are narrower than flammability limits

Table 6 Hydrogen detonability limits for confined explosion in Oxygen and Air [104, 105], ex-

pressed in H2 vol. %.

Lower Upper

Detonation limit O2 15.0 90.0

Detonation limit Air 18.3 58.9

(Tab. 5), but agree very well with Belles’ simple 1D model (Fig. 19). It should not

be concluded that detonability limits are not sensitive to curvature and geometrical

effects, contrary to flammability limits, but rather that these effects tend to narrow the
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H2 detonability range, instead of expanding the range, as they do for deflagrations.

The value of 18% may thus be retained as a conservative lean detonability-limit

estimate for H2-air mixtures.

2.4 Diffusion flames: ignition in mixing layer

Let us now consider ignition in a spatially evolving mixing layer [106]. The two-

dimensional problem is sketched in Fig. 22. Two streams of identical density and

velocity (one of fuel - with subscript F - the other of oxidizer - subscript O) come

into contact at the end of a splitter plate. A spatially evolving mixing layer develops,

eventually igniting farther downstream. Albeit complex mathematically, the solution

is elegantly simple, being equivalent to that for the one-dimensional, time-dependent

problem in which uniform half-spaces of fuel and oxidizer are brought together

instantaneously at time zero [106].

Oxidizer

Fuel

.

G

_

most reactive mixture

Fig. 22 Sketch of ignition in an unstrained mixing layer.

With the assumption of equal and constant density and velocity *0 throughout

the domain4, the system reduces to




*0

m.:

mH
+ �:

m2.:

mG2
= ¤l:

*0

m)

mH
+ �)

m2)

mG2
= ¤l) ,

(73)

where

4 This assumption may be relaxed using a more complex asymptotic description of the mixing

layer [107].
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¤l) =
&l

d2?
(74)

and �: and �) are the diffusion coefficient of species : and the thermal diffusivity,

respectively. The reciprocal-time source terms in these equations are the rate of

production of mass of species : per unit volume divided by the density of the

mixture and the rate of heat release per unit volume divided by the product of the

density and the specific heat at constant pressure. Assuming unity for all Lewis

numbers, the system (73) reduces to a single-equation problem

*0

m.

mH
− *0

H

[
[

2

m.

m[
+ m2.

m[2

]
= ¤l, (75)

where

[ = G

√
*0

�H

is the self-similar variable of classical diffusion problems [107]. The frozen-flow

(flow without a source term ¤l) diffusion admits a self-similar solution of the form

.� = 1 − .$ =
1

2
erfc

([
2

)
. (76)

Through asymptotic analysis, Sánchez et al [106] proved that the mixture would

ignite first where the branching characteristic time _−1 is shortest, a result that will

be useful in Sec. 4.3.2 of this chapter. A second result is that the ignition delay

corresponds to that of the most reactive mixture in the mixing layer. To determine

ignition lift-off distance in a mixing layer, one must then take the following steps:

• calculate the frozen self-similar solution through (76), or through a more complete

description [107].

• identify the point in the mixing layer where _ (42) is maximum,

• compute the ignition delay, C�, for these conditions by (45) and multiply by the

flow velocity *0 to obtain the ignition distance (lift-off).

Although it was initially restricted to the high-temperature regime, the study [106]

quite likely can be extended to conditions below crossover by simply replacing C�
by C� + C� . Analytical studies are also available for strained mixing layers [20,108],

a configuration of high relevance to practical non-premixed flows (e.g. in turbulent

jets).

2.5 Thermal ignition

Heated surfaces represent a potential hazard that needs to be assessed in order to

prevent and mitigate accidental combustion events. One of the potential hazards

that must be considered as part of certification is the ignition of flammable fluids



Hydrogen ignition and safety 43

(aviation kerosene, engine oil, hydraulic fluids) by hot surfaces which may be present

in the design (engines, hot air ducts) and can also develop through events such as

lightning strikes, rotor bursts or electrical-system failures. Currently, the analysis

of hot-surface ignition relies extensively on legacy guidelines that are based on

empirical test methods that often have little relationship to the actual hazards. A

goal for the future is the development of more applicable tests and analysis methods

based on numerical simulation of thermal ignition.

2.5.1 Hot-surface ignition scenarios

Several cases can be differentiated based on two important parameters: (i) whether

the surface is stationary or moving with respect to the reactive gas, and (ii) the

characteristic length scale, !, of the hot surface (see Figure 23). Previous work has

shown that, in the case of stationary hot surfaces, two ignition regimes exist: low

temperature (LT) and high temperature (HT) ignition. The former regime is mostly

relevant to large surfaces and hydrocarbon fuels such as n-alkanes which may still

auto-ignite at temperatures on the order of 500 K [109–111]. The latter regime

applies to smaller surfaces and more reactive fuels like H2 because the LT and HT

ignition time scales for this fuel differ significantly (see, e.g. Fig. 2).

Fig. 23 Hot surface ignition scenarios.

Studies using commercial glow plugs [112, 113] and “inert” laser-heated par-

ticles suspended in explosive atmospheres [114] show that the minimum ignition

temperature is weakly dependent on the equivalence ratio but highly dependent on

the type of fuel used (e.g. n-pentane, propane, ethylene or hydrogen). The minimum

ignition temperature is also highly dependent on the hot-surface length scale (i.e.

glow plug height or particle/vessel diameter). Effects of the surface material (silicon

nitride, tungsten carbide, steel, casting steel, and aluminum) at fixed composition

for sub-millimeter sized surfaces have been observed with H2 [115]. Aluminum and

steel (type 1.4034 and 1.3541) exhibit the lowest and highest ignition thresholds,
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respectively. The mixture chemical properties and surface properties (e.g. geometry,

material) are thus important to determine the minimum surface temperature required

to ignite a reactive gas.

Another parameter found to play a major role in hot-surface ignition is the rate

at which the surface is heated. In the LT regime, the heating rate imposed on a

stationary large hot surface determines the type of reaction that the reactive mix-

ture experiences, namely slow oxidation or rapid explosion [116, 117]. For a small

stationary hot surface [112, 118], the chemical processes of HT chemistry typically

dominate irrespective of the fuel considered, although the negative temperature co-

efficient (NTC) region characteristic of LT chemistry of higher normal alkanes can

influence the ignition behavior for hydrocarbons like n-hexane, while being absent

and hence irrelevant for hydrogen.

For moving small surfaces (2−5 m/s), similar to their stationary counterparts, HT

chemistry dominates. For a fixed gas mixture, previous work suggests that the size

and temperature of a particle are the most important factors in determining whether

ignition occurs [119]. In the specific case of H2-O2-N2 mixtures, differential diffu-

sion (i.e., species diffusion at different rates) has also been found to have an effect on

ignition thresholds [120,121]. Experiments provide invaluable data for validation of

numerical simulations to determine the level of refinement required for the modeling

of key physical processes so that accurate predictions using approximate reaction

mechanisms can be made.

2.5.2 The physics of thermal ignition

The interaction of the surface with the flow is key in creating zones that are prone

to ignition. This is illustrated in Fig. 24 for a small (! = ℎ = 9.4 mm) surface in

natural convection, as well as for a small (! = 3 = 4 mm) moving surface in forced

convection.

In the separated-flow region, species and energy convection is often negligible,

and the build-up of intermediate species is opposed only by diffusion, facilitating

the branching and thermal runaway characteristic of ignition processes. Close to

the wall, diffusion counteracts the heat release due to chemistry. At some distance

away from the surface, the heat-release rate is greater than the rate at which heat is

diffused back to the wall, giving birth to an ignition kernel. In H2 systems this is

observed to occur when the gas temperature exceeds the crossover temperature )2 .

Notably, irrespective of the ignition time and length scale, the location where ignition

takes place seems to be a universal feature of both natural and forced convection in

internal [117] and external flows (see Fig. 24).

Detailed transient multidimensional simulations are typically needed for an ac-

curate prediction of ignition thresholds. This is because important features in the

flow field such as boundary-layer separation and processes of energy/species trans-

port play a significant role in flows where ignition takes place within the ther-

mal/hydrodynamic boundary layer next to a hot surface.
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Fig. 24 Ignition-kernel formation for hot surfaces in natural (left) and forced (right) convection.

Left: stationary small surface (glow plug). Right: moving small surface (falling heated sphere).

As in previous sections, simpler approaches also exist to determine order-of-

magnitude estimates for hot-surface ignition. These rely on deriving a new set of

equations from the conservation laws, in which only leading-order terms are retained,

based on the main physics involved (e.g. convection, diffusion, mixing, etc.). The

ignition theories of Semenov [122] and Frank-Kamenetskii [123] are good seminal

examples already covered in Sec. 2.1. A more recent analytical approach is provided

next.

Consider a one-dimensional thermal-ignition problem of characteristic size X. An

isothermal wall is placed at the origin,) (G = 0) = )F , while the other end correspond

to the free-flow temperature ) (G = X) = )X . Neglecting reactant consumption (A1),

and retaining heat diffusion and heat release only leads to a single governing equation

&l = ^
d2)

dG2
, ) (G = 0) = )F , ) (G = X) = )X , (77)

with a global reaction rate

l =

( d
,

)=
-
<F

�
-
<O

$
�4−

�0
') , (78)

where = = <F + <O is the reaction order. In the expression for l (78), the density

further is assumed to be constant and equal to the mean geometrical density between

both extremities
√
dXdF . Laurendeau et al. [124] showed that integration of (77, 78)

yields an expression for the heat flux @chem from the reacting mixture to the wall

@chem = ^

(
d)

dG

)
F

=

√
2^&lF

(
)X

)F

)=/2
')F

2

�0

, (79)

where lF is the kinetic source term (78) at the wall.
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An approximate ignition criterion may finally be obtained as the condition for

which the heat flux generated by the chemistry, @chem, equals the heat flux at the wall

@loss =
^#D

!
()F − )X). (80)

The advantage of this formulation is that it is possible to use classical empirical

Nusselt-number (#D) correlations [125] to best match the nature of the flow at hand

(e.g. natural/forced convection, stagnant flow, etc.).

If #D is constant, a proportionality relationship between the wall temperature and

the length scale of the hot surface can be derived [124]

ln ! ∝ �0

2')F
(81)

The wall temperature )F scales with the natural log of the length scale !. See [126]

for a complete derivation of the model, and a discussion on the limitations of this

type of scalings.

2.6 Shock-induced ignition

While hot-surface ignition is the most likely means of igniting a flame in accidental

scenarios, it is also possible to initiate chemical reactions in the absence of diffusive

processes. Shock waves (flow discontinuities across which pressure and temperature

increase abruptly) can be generated in controlled laboratory settings using shock

tubes or may result from leaks in high-pressure vessels typically used for fuel storage

in industrial facilities.

We have seen in the previous section that hydrogen ignition can easily take place

through diffusive processes at relatively long time scales (∼ 1 s) and initiate fronts

that propagate by heat and mass transfer. At shorter time scales (∼ 1 ms / `s),

reactive mixtures can be ignited by shocks or adiabatic compression with diffusive

processes playing a minor role. The simplest experimental device that is used to

study chemical kinetics is a shock tube whose G − C diagram is sketched in Fig. 25.

The thermodynamic states in a constant-cross-section shock tube, composed of a

high-pressure driver (state %4) and a low-pressure driven section (state %1), can be

predicted reasonably well with 1D gas dynamics, and the shock tube problem is

typically covered in elementary gas dynamics books [127,128].

In simplest form, processes in a shock tube are assumed to be adiabatic and

inviscid, so heat release through chemistry becomes the only possible mechanism

responsible for modifying the post-shock state. High-temperature chemical-kinetic

investigations generally are made in the region behind the shock reflected from

the end wall (referred to as %5 and )5 by chemical-kinetics researchers) [129].

Shock tubes have played a fundamental role in combustion science, particularly

in clarifying high-temperature kinetics, and they have enabled measurements of



Hydrogen ignition and safety 47

ignition delay times, gign, as well as of the rates of progress of elementary reactions.

This is because the thermodynamic state 5 is, for all practical purposes, constant and

highly repeatable; formulas for the strength of the incident shock, " , as a function

of the pressure ratio %4/%1, as well as for %5 and )5, are given in textbooks.

Fig. 25 Sketch of shock tube and wave diagram. Shock waves are represented by solid lines.

Reflection from the right wall produces an interaction of the shock with the contact surface that

separates the shocked gas from the driver gas. The expansion fan propagates towards the left wall

reducing the pressure in the high pressure gas.

Depending on the strength of the reflected shock wave, two distinct ignition modes

have been identified in H2 − O2 mixtures [130]: (i) strong and (ii) weak ignition.

Strong ignition takes place for post-shock temperatures well above the crossover

temperature ()5 > )2) and for which ignition of the mixture is assumed to take place

homogeneously after the induction time C8 .

For )5 . )2 , weak ignition occurs and is characterized by spatial nonuniformities

in which perturbations of the flow field and diffusive processes play a role, resulting

in localized temperature increase. Since the ignition delay time, C8 , is more sensitive

to temperature variations in weak ignition (see, e.g. Fig. 2), the ignition process

occurs in a non-uniform manner and may result in the initiation and propagation of

reaction fronts (deflagrations). Figure 26 shows results from the literature in which

the extended second limit is defined as U = 1, denoting the strong/weak ignition

boundary for H2 mixtures, with strong ignitions identified by solid symbols and

weak ignitions by open symbols5.

Additional non-idealities exist in shock tubes that have received considerable at-

tention in the past, such as reflected-shock bifurcations, pressure rise in the test sec-

tion (state 5), diaphragm-rupture variability, etc. [133]. Although chemical-kinetics

researchers typically model shock-tube data using idealized time-dependent reac-

tors (i.e. assuming constant pressure or constant volume) justifying their choice by

the fact that high levels of dilution (N2 or Ar) are used so that changes are small,

when more reactive mixtures are examined or longer test times are targeted such

5 Although, following an initial guess of Voevodsky et al. [130], we prefer the extension of the

second explosion limit because of its simpler physical interpretation, it should be noted that most

authors employ instead a fixed value of
mC8
m)

)
?

to separate the strong and weak ignition regimes, as

suggested by Oppenheim [71]. The differences between predictions of the two criteria are small,

comparable with experimental uncertainties.
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Fig. 26 Weak and strong ignition presented in a temperature-pressure diagram. The explosion

limit (solid curve) and the extended second explosion limit U = 1 (dotted line) are those of Lewis

and von Elbe [1]. Ignition events are taken from Meyer & Oppenheim [131], Voevodsky &

Soloukhin [130], and Grogan & Ihme [132]

assumptions are no longer valid. A proper description of the ignition process then

requires accounting for spatial gradients, even in the absence of the aforementioned

non-idealities if higher accuracy is required [134].

Besides leading to flame propagation, shock-induced ignition may result directly

in detonation initiation. Direct initiation of detonation consists of the spontaneous

formation of a detonation by a sufficiently intense and rapid energy deposition in a

reactive mixture. If the deposited energy is above the minimum ignition energy for

detonation initiation, �2 , a spherical shock wave is generated that is strong enough

to rapidly activate chemical reactions that subsequently couple with the shock. If

the deposited energy is below �2 , the shock wave and the reaction zone decouple,

preventing the formation of a detonation. Eckett [135] reported that �2 varies with the

induction time according to �2 ∝ g3
8=3

; �2 values may be found in industrial-safety

handbooks and experimental databases [78].

Finally worth mentioning is another type of combustion process that may result

from high-pressure fuel leaks into surrounding air and its subsequent heating by the

leading shock wave. In this scenario, ignition at the fuel/hot-air interface leads to

unintended combustion different from the deflagrations and detonations described

above, namely a diffusion flame that is characteristic of non-premixed combustion

and that usually is turbulent. Because of the high mass diffusivity coefficient of H2,
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it readily diffuses over the hot air region, mixing, and reaching concentrations in

which ignition is possible. Hydrogen is notoriously prone to ignite in this fashion

(unlike hydrocarbons) producing jet fires which lead to extensive damage.

2.7 Diffusion flames: extinction limits

For safety reasons, many thermal engines rely – at least partially – on non-premixed

combustion. Fuel and oxidizer typically are injected separately and mixed as much

as possible by injectors designed to enhance mixing (impinging jets, swirl, etc.), but

diffusion flames nevertheless remain present where combustion occurs. The present

section addresses the physics governing extinction of strained diffusion flames.

A configuration often considered in experimental and numerical investigations

is the jet flame sketched in Fig. 27, where a cold jet of fuel is ejected into an air

atmosphere that may be at atmospheric conditions or at hot-gas temperatures. At

Fig. 27 Sketch of a hydrogen-air jet diffusion flame.

high Reynolds numbers, the reaction occurs in small mixing layers distorted and

strained by the flow, as illustrated. The strain rate of the flow affects the burning

rate and may cause local extinction of the flame, creating holes in the flame surface,

bounded by edge flames that act as extinction or re-ignition fronts [20].

The flame structure in diffusion-flame fronts, analyzed by Liñán in [136], is

governed by a diffusion-reaction balance under the influence of the external strain.

A classical configuration enabling detailed study of this balance is the counterflow

configuration, sketched in Fig. 28, composed of impinging uniform streams of fuel

and oxidizer.

To characterize the strain rate, what currently often is called the global strain rate

has been introduced [137], based on conditions in the oxidizer stream,

0air =
2|Eair |
!

(
1 +

EH2

√
dH2

Eair
√
dair

)
. (82)
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Fig. 28 Sketch of the canonical counterflow hydrogen-air jet diffusion flame.

Experimentally, combustion is first initiated at a low strain rate, then this global

strain rate is progressively increased by increasing the feed-stream inflow rates,

maintaining the momentum-flux ratio constant so that the flame position remains

fixed, until the flame extinguishes. Prior to extinction, the maximum temperature in

the flow increases with strain rate because of the increase of the diffusive influx of

reactants with decreasing characteristic length scales, as is shown in Fig. 29.
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Fig. 29 Dependence of the flame temperature on the global strain rate for a diffusion flame of

hydrogen in air at atmospheric conditions. The solid curve is the prediction of the San Diego

mechanism, while the dashed curve is obtained from a 2-step reduced mechanism. The data are

extracted from [18,20, 138].

Niemann et al. [139] obtained the pressure dependence of the strain rate at

extinction both experimentally and numerically, as is shown in Fig. 30, along with

results of a more recent experiment and predictions of the San Diego mechanism

by a finite-difference method that likely is close to potential flow. These results are
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Fig. 30 Strain rate at extinction, 0air,ext, as a function of the ambient pressure for a diffusion flame

of a hydrogen/nitrogen mixture with a hydrogen mole fraction of 0.14 flowing against air . The solid

curve is obtained from the San Diego mechanism [3]. Square points correspond to experimental

results of Park et al. [140], while the circular points represent the experimental results of [139].

illustrative of the degree of agreement that has been achieved. The differences seen

here are appreciable because these counterflows are rotational and different extents of

rotation are present in different experiments as a consequence of different flow-exit

screen or honeycomb arrangements; potential-flow predictions fail to account for

the rotational flow and overpredict extinction strain rates, although chemical-kinetic

uncertainties at pressures above 4 bar are so great that differences in predictions of

different current mechanisms are comparable with the differences seen in the figure.

Near the limit of extinction, the minor species O, OH, HO2, and H2O2 satisfy the

quasi-steady state assumption, QSSA, (approximations A3 & A4), and the chemistry

that then governs the extinction process is described by 11 elementary steps:

1 H + O2
−−−⇀↽−−− OH + O

2 H2 + O −−−⇀↽−−− OH + H

3 H2 + OH −−−⇀↽−−− H2O + H

4 H + O2( + M) −−−→ HO2( + M)

5 H2 + O2
−−−⇀↽−−− HO2 + H

6’ HO2 + H −−−→ 2 OH

7’ HO2 + OH −−−→ H2O + O2

8’ H + OH + M −−−⇀↽−−− H2O + M

9’ 2H + M −−−⇀↽−−− H2 + M

10’ 2HO2 −−−→ 2OH + O2

11’ HO2 + H2 −−−→ 2OH + H

The corresponding rates are provided in standard format in [27], as extracted from

the San Diego detailed mechanism [3]. The first five of these reactions correspond

to those of the skeletal mechanism for autoignition, while the last two are obtained

from the H2O2 QSSA, typically applicable in diffusion flames while not apply-

ing to deflagrations or to autoignition processes. This specific numbering is only
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valid throughout this section (Eqs. 83 through 84). Given this skeletal mechanism,

introduction of the applicable QSSA leads to two-step reduced mechanism

3H2 + O2

I→ 2H2O + 2H (83)

H + H + M
II→ H2 + M,

with the rates

lI = l1 + l6′ 5 + l10′ 5 + l11′ 5 (84)

lII = l4 5 + l8′ + l9′ − l10′ 5 − l11′ 5 ,

which can be expressed explicitly by making use of the steady-state expressions for

O, OH, and HO2 species as is shown in [27, 138].

3 How to ignite: Ignition strategies

The objective of this part is to provide a brief overview of ignition strategies that are

available for potential hydrogen thermal engines. The examples come mainly from

cryogenic-engine applications.

3.1 A simplified conceptual model of a H2 combustion chamber

Figure 31 is an illustration of components of a conceptual model for a H2 thermal

engine. For simplicity, the flow rate of fuel injection is assumed to be controlled

by a valve that can be opened or closed at a constant rate, as is the flow rate

of injection of the oxidizer, which may be anything from vitiated air to pure O2.

In applications employing air, the equivalence ratio generally is less than unity,

the fuel being the more expensive reactant, but rocket engines usually use pure

O2 since they have to carry both reactants, and they are designed to operate fuel-rich

because the consequent lower molecular weight of the product mixture improves the

performance, increasing the specific impulse, and oxygen is more aggressive than

hydrogen in damaging hot chamber walls.

3.2 Ignition sequence

The first design decision to be made is a specification of the ignition sequence,

which determines the conditions present in the chamber during engine ignition.

In the simple configuration considered here, three timing selections are important,

namely start of oxygen injection (C$), start of fuel injection (C� ), and start of igniter
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Fuel injection

Igniter

Oxidizer injection

Fig. 31 Sketch of a model combustion chamber, with an arbitrary F/O injection system (co-axial,

swirl, or whatever), and an igniter inlet for high-temperature gas injection.

(C86). Adjusting the ignition sequence consists in setting the appropriate timeline to

ensure safe, reliable, and systematic ignition.

A typical ignition sequence, shown in Fig. 32, accounts for several constraints. For

Oxidizer

Fuel
igniter

time

C$ C86 C�

Fig. 32 An example of an oxidizer-rich ignition sequence. The lines represents the mass fluxes, or

potentially the power delivered by the igniter.

instance, it is clear that for operating equivalence ratios less than unity one should not

open the H2 valve full throttle before being sure that the chamber is ignited because

otherwise there is a risk of filling a large volume with a potentially explosive H2−O2

mixture. Generally speaking, it is a good idea to open the valve of the limiting

reactant last, to avoid passing through stoichiometric conditions during the ignition

transient. Most engines are not designed to cope with the extreme temperatures that

would be encountered close to stoichiometry.

Having chosen an oxidizer-rich ignition sequence, one then has to decide where

to place the igniter in the sequence, taking into account the following considerations:

(i) The igniter has to be working long enough for the engine to be ignited. (ii) It

is safer to turn on the igniter before C� , to make sure it is properly turned on. (iii)

The igniter has to be still operating when the equivalence ratio in the chamber,

which increases with time starting at C� , reaches the lean flammability limit of the

fuel/oxidizer mixture. (iv) The igniter should ignite the mixture in the combustion

chamber as early as possible, to avoid accumulation of unburnt premixed gases,
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which may result in a subsequent strong pressure rise during ignition as the mixture

burns. In light of these constraints, a safe choice is to turn on the igniter very close

to C� , preferably just before.

For large combustion chambers, it is often convenient to relocate ignition into a

small separate combustion chamber, with exhaust close to the injection system of the

main chamber. This is the strategy of torch igniters (e.g., the augmented spark igniter

of former Space-Shuttle engines). This decouples the igniter-chamber sequence from

the main-chamber sequence, and it can be designed to ignite a controlled fraction

of the main fuel/oxidizer mass flux by diverting a small fraction of it through a

pre-chamber that serves as the igniter. See [141] for an example of an oxidizer-rich

ignition sequence for a fuel-rich engine.

Note that cryogenic engines are mostly operating in non-premixed mode, so

developing a premixed H2 combustion chamber, as is desired in some gas-turbine

applications, will probably yield additional constraints, and relocating ignition in a

small separate (non-premixed) chamber may be the easiest option.

3.3 Minimal thermal power required

Adequately adjusting the igniter power required is the most critical choice in ig-

niter design, especially when weight or volume is a design criterion (e.g. in the

transportation sector).

3.3.1 Rule-of-thumb specification

Consider the Vinci rocket engine, designed to power the new upper stage of Ariane

6. The mixture ratio (fuel-to-oxidizer mass-flux ratio) is close to 6 during steady

operation, with a total mass-flux rate on the order of 40kg/s (see, e.g. the communi-

cation brochure from ArianeGroup). The igniter essentially injects burnt gases into

a region near the center of the injection plate, much like the augmented-spark igniter

of the former Space-Shuttle main engine.

The igniter power required to produce ignition in the engine is

%86 = ¤<86 .2? .Δ), (85)

where 2? is the heat capacity of the mixture to be ignited, close to 2? =

3 × 103 J kg−1 K−1 (standard conditions), Δ) is the temperature increment required

to obtain ignition (≈ 1000 K), and ¤<86 (kg s−1) is the fresh-gas mass flux needed to

ignite at the time of ignition (highly dependant on the ignition sequence).

The quantity ¤<86 is the most difficult factor to estimate, but, in particular for the

example being considered here, one can safely assume (i) that the total mass flow

rate during ignition is only a small fraction of the steady mass flow rate, since the

combustion chamber pressure is close to 1 bar at ignition (whereas the engine is

https://www.ariane.group/wp-content/uploads/2020/06/VINCI_2020_04_DS_EN_Eng_Web.pdf
https://www.ariane.group/wp-content/uploads/2020/06/VINCI_2020_04_DS_EN_Eng_Web.pdf
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designed to operate at 60 bar.), and (ii) only a fraction of the injectors (those close

to the igniter outlet) need to be ignited since the remainder of the injectors will

ignite subsequently through flame propagation. Assuming the flow rate at ignition

to be 1/60th of the steady-state flow rate (the ignition pressure is lower by a factor of

60), and that igniting 20% of the injectors is sufficient to achieve good ignition, one

obtains 400 kW, a result close to the 440 kW value reported in early developmental

reports [142].

What has just been described is an oversimplified rule that is to be followed with

much caution; successful ignition of a complex system involves countless parameters.

See [143] for a classical ignition sequence of an annular combustion chamber. Once

the burnt-gas flow rate of the igniter (or, equivalently, igniter thermal power) is

known, ignition may be obtained by one of the techniques to be listed in a following

section.

3.3.2 Additional steps to improve igniter specification

Direct numerical simulations (DNS) can provide highly relevant information re-

garding the ignition characteristics of a combustion chamber. For instance, Carpio et

al. [144] studied the critical radius of a burnt-gas jet issuing into fresh gases, required

for successful ignition (which depends on the local conditions, burnt-gas velocity,

and local Reynolds number). Large-eddy simulation (LES) is also a very valuable

tool in unraveling the ignition-sequence dynamics, as is suggested by the abundance

of articles on the topic (see, e.g. [143, 145]).

The methods presented in Sec. 4.4 to detect potential H2 ignition based on cold-

flow simulations also can be useful for obtaining an estimate of the properties of

the flow required for ignition during the transient process. Other studies [146–149]

go a step further and analyze ignition-kernel histories, to assess the probability of

ignition success (or alternatively, the probability of ignition-kernel quenching).

3.4 A list of igniter technologies

The list below is not exhaustive but covers the most common alternatives.

3.4.1 Pyrotechnic ignition

In this strategy, a small solid propellant is ignited and burnt, with its exhaust gases

directed to enter the combustion chamber in the vicinity of the injectors. This type

of ignition device is employed in the Vulcain 2 engine currently flying on Ariane

V [150]. It is highly robust, but has the disadvantage of being a one-shot method

(although in some cases multiple solid-propellant charges are included).



56 Pierre Boivin et al.

3.4.2 Glow-plug ignition

A glow plug, similar to those found in diesel engines, can also be used for ignition

[151]. It can raise the temperature into the range 1000-1200 K for a few seconds,

enough to reach ignition temperatures if the fuel/oxidizer mass flux is small enough

and well enough controlled. The system is simple, but it requires an electrical

system. Another disadvantage is that heating up to the target temperature can take 10

s, which would be too long for very time-sensitive ignition sequences if variability

is important. Heating and transferring the heat to the mixture is not instantaneous

and is less controllable than heating by spark plugs.

3.4.3 Spark-plug ignition

Spark plugs are more precise in timing than glow plugs because their energy depo-

sition comes from an electrical ark, which is rapid. This well-known technology is

very common; it is used in most gasoline engines and airplane engines, and it was

also the strategy used for the former Space-Shuttle Main Engine. There exist several

methods in the literature for modeling energy deposition by spark plugs [152,153].

3.4.4 Laser ignition

A laser can be focused to deposit the energy required to produce ignition into a

well-mixed fuel-oxidizer region. Laser ignition presents several advantages over

spark-plug and glow-plug systems [154], especially the extremely precise timing

that it can achieve. The laser may be focused more easily onto a region of interest

(unlike glow plugs and spark plugs, which typically are close to a wall). Lasers also

can produce leaner ignition [155], which allows for earlier and smoother ignition in

the sequence. Also unlike glow plugs and spark plugs, there is no erosion over time,

but maintenance is required for the optical system. Several models are available for

laser energy-deposition processes [28, 156].

3.4.5 Hypergolic ignition

There are propellant combinations for which hypergolic ignition can be achieved

[157]. The most famous probably is nitrogen tetroxide N2O4 with hydrazine N2H4

(and their derivatives), which was used to propel a number of rockets as main

propellants, e.g. the Viking engine from Ariane IV. Since these compounds react

directly upon contact, they do not require external energy for ignition (thereby

bypassing entirely the need for an igniter), but they tend to be extremely volatile,

toxic, corrosive, and carcinogenic, which are severe drawbacks, although research

towards use of less toxic compounds to the same end is an active topic of investigation

[158,159].
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3.4.6 Acoustic ignition

An acoustic resonator can be used to obtain ignition without electrical initiation

[160]. Removing the electrical system needed for glow plugs or spark plugs not only

makes the igniter lighter and more compact, but it also makes it more robust to

failure scenarios.

Fig. 33 Hartmann Sprenger (HS) tube principle sketch, from [161]. 1- gas jet boundary, 2- oblique

shock, 3- Mach disc, 4- reflected shock, 5- boundary of internal subsonic zone

The acoustic generator for ignition, first reported in 1927 [162], was further

extended to heat flows in so-called Hartmann-Sprenger (HS) tubes, following the

principle described in Fig. 33. Early studies [163, 164] indicate that a Mach 2 jet

can heat helium to 900 K in about 0.2 ms using a rather short (1cm) tube. A distinct

advantage of this technique is that it requires only a moderate over-pressure (a few

bars) to establish the small under-expanded jet that is needed.

Theoretical descriptions of the ignition mechanism exist, but they are scarce

[165], with only moderate agreement between theory and experiments. Experimental

[161, 166] and numerical [167, 168] studies also exist, but there is a clear gap to fill

theoretically. In particular, the relationships between the maximum temperature

reached, the Mach-disk position, and the generating pressure seem unclear.

4 How not to ignite: Application to safety issues

In the process of transition to widespread use of H2 as a primary fuel, a central topic

is H2 storage and safety. H2 being among the most fugacious gases, the question is

not “whether a given system will leak”, but “how much it will leak”. In that context,

the question of potential hazardous ignition is central. Combustion devices contain

regions of hot-gas environments or hot solid parts, and risk assessment in these

regions is particularly tricky.

For instance, most cryogenic H2-O2 rocket engines use He extensively as diluent

wherever the fuel and oxidizer may come together. The choice of He is dictated by

the extreme (cryogenic) temperatures – as low as 22 K in the vicinity of liquid H2–
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under which most other classical diluents (e.g. N2) are in solid form. He, however,

is a very expensive fluid, thereby motivating minimal usage of it.

4.1 A simple rule-of-thumb example.

The feed systems of a hydrogen thermal engine must raise the pressure of hydrogen

in the lines up to a value close to the chamber pressure ?2 . The pressurizing system

therefore is likely to develop H2 leaks, sometimes in an oxidizer environment. A first

approach to addressing this problem consists in assessing characteristic times of the

system, e.g. making estimates based on mean-flow velocities or hot-wall temperature

distributions, and comparing these times with the branching time that appears in (28).

If the branching time is too close to one of the characteristic times of the system,

there is a safety risk, leading to an explosion potential. This can be avoided in several

ways:

• lower the temperature of the hot environment (e.g. by cooling the walls),

• increase the departure from stoichiometric conditions ‖i − 1‖, to lower the reac-

tivity,

• use an inert-gas supply to dilute the environment, thereby increasing characteristic

branching times.

If the configuration is complex and far from canonical cases available in the literature,

it is possible to resort to numerical simulation, making use of the numerical tools

identified below. Reliance on numerical methods of computational fluid dynamics

(CFD) can be quite helpful if they are not too expensive or time-consuming.

4.2 A computational example: The Cabra H2 jet flame

The illustrations to be given in this section are obtained by post-processing a numer-

ical simulation of the turbulent lifted H2 jet flame studied experimentally by Cabra et

al, [169], as sketched in Fig. 34. This test case is selected because of its close corre-

spondence to safety scenarios; the experimental arrangement is clearly reminiscent

of a hydrogen leak in a hot environment. It consists of a 300K H2 jet ejected at Mach

0.3 into a coflow with a temperature slightly higher than the crossover temperature.

Because of the proximity of the coflow temperature to the crossover temperature,

ignition occurs far downstream from the injector, with a characteristic time therefore

comparable with the convective time, as in Sec. 2.4. Cheng’s flame [170] could be

another valid example; with an exit velocity of Mach 2, it would approximate a leak

from a high-pressure H2 tank.

The simulation employed here was performed with ProLB software [171] follow-

ing the approach presented in [172–174]. The conditions addressed are listed in Tab.

7, and Fig. 35 presents the simulation results along with a comparison of experi-
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Fig. 34 Jet configuration experimental setup and flame structure from Cabra et al. [169]

mental and numerical temperature profiles along the central axis, the latter showing

excellent agreement in the induction region (up to 15 diameters), the region of inter-

est for this section, while the temperature over-estimation further downstream, not

of interest here, is due to the implicit modeling, that is, the absence of a turbulent-

combustion model. For a more complete test of the simulation the reader is referred

to [175]. For presenting the simulation results in the upper figure, the so-called Q-

criterion explained in Appendix 2 is adopted. Along the surface of the selected value

of Q, identifying vortices in the turbulent flow, temperature is color-coded from

blue for the cold inlet gases to red for hot in the region where ignition is occurring,

and, in addition, the H-atom concentration is coded with increasing shades of gray

indicating increasing concentrations that mark reaction-zone locations.

Central jet Coflowing jet

� (mm) 4.57 210

) (K) 305 1045

* (m/s) 107 3.5

'4 23 600 18 600

-H
2

0.2537 0.0

-O
2

0.0 0.0989

-N
2

0.7427 0.7534

-H
2
O 0.0 0.1474

Table 7 Initial conditions for the jet flame [169]
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Fig. 35 Top: Instantaneous Q-criterion [176] iso-surfaces colored by temperature and iso-contours

of the H-radical mass fraction, maximum values denoting the presence of auto-ignition (light gray).

Bottom. Center-line temperature profiles as obtained numerically (dashed line) and experimentally

(symbols).
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4.3 Post-processing

Post-processing the numerical simulation is performed to identify regions where

autoignition occurs by successively identifying:

1. where the mixture may ignite, e.g. where it is most reactive.

2. where the mixture does ignite (within the reactive zones).

4.3.1 HO2 as an autoignition indicator

The hydroperoxyl radical HO
2

typically achieves its peak concentration in regions

where ignition is occurring and therefore has been used extensively for detection

and visualization of autoignition in lifted flames [177–179]. However, HO2 also

peaks in ignited mixtures near the fuel-rich reaction zones of flames [180]. More-

over, its concentration during autoignition processes changes drastically with local

conditions, which can hinder the detection of certain autoignition spots when several

local maxima (in HO
2

level) are simultaneously present. Nonetheless, HO2 may be

used for an initial approximation in detecting autoignition, as illustrated in Fig. 36.

Comparison with the simulation shown in the previous figure reveals that this offers

an appreciably more revealing and robust representation of the ignition regions than

is obtainable from temperature color-coding, for example.

Fig. 36 Lifted flame HO2volume rendering (colored with HO2mass fraction) in the Cabra flame

simulation. Downstream, temperature iso-contour at 1600K in gray, identifying the flame.

4.3.2 Reactivity

As outlined in the mixing-layer-ignition Section 2.4, ignition should occur at the most

reactive position, e.g. where the branching time (∼ _−1) is shortest. Such regions can
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be readily identified by computing _ (42) from the mixtures properties throughout

the domain.

Figure 37 presents a center-plane snapshot of the instantaneous _ value obtained

in the simulated Cabra flame. Given that _ depends only on the local temperature

and concentrations �H
2

and �O
2
, and because these quantities barely change during

induction, _ is approximately constant along the most-reacting mixture line, marking

reactivity but not the actual occurrence of ignition. Autoignition occurs along this

line after sufficient accumulation of HO
2

radicals, which can be identified by an

appropriate variable, as presented in next section.

Fig. 37 Snapshot of _, the reactivity of the mixture.

4.3.3 Autoignition progress / autoignition index

To identify regions where autoignition is actually occurring, it is convenient to intro-

duce a HO
2

steady-state parameter [138, 177, 181], also referred to as autoignition

index [179]

�� =
¤l%

HO
2
− ¤l�

HO
2

¤l%
HO

2

+ ¤l�
HO

2

, (86)

where ¤lHO
2
, the net HO

2
production rate, has been split into ¤l%

HO
2

and ¤l�
HO

2
,

respectively, its production and destruction rates. Figure 38 shows the evolution of

_, the temperature, and selected species mole fractions in an isobaric, adiabatic,

homogeneous reactor with initial conditions ?=1 atm, T=1200 K, i=1, confirming

that, as pointed out in Sec. 1, the concentration of H
2
, O

2
, and H

2
O, as well as

the temperature and therefore the reactivity _ remain constant during the induction

process.

The chemical steady-state parameter AI defined in (86) was originally introduced

in [177], and it was used later in [18] to detect autoignition and correct the behavior of

a 3-step reduced mechanism for hydrogen combustion. The evolution of AI during

autoignition in the homogeneous reactor is included in the lower plot of Fig. 38.
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Fig. 38 Evolution of the mole fractions of the main species (top), of H and HO
2

radicals (middle),

reactivity _ and autoignition index AI (bottom), and temperature (full-height), during isobaric

homogeneous autoignition. Boundaries of the shaded regions at AI=0.95 and 0.05.

Initially, HO2 cannot be consumed by any of the reactants ( ¤l�
HO

2
= 0), and it remains

unity by definition during this stage. As HO
2

radicals accumulate, it decreases,

reaching 0 when the HO
2

concentration reaches its steady state, a condition already

identified in Sec. 1 and used to derive the analytical branching time (45).

It is therefore reasonable to identify the autoignition period as the period during

which HO
2

progresses towards steady state, that is, when �� decreases. In Fig. 38

a shaded region is included between ��<0G = 0.95 and ��<8= = 0.05 to show that

these two values can be chosen as bounds of the autoignition region. Given the

variations of �� (see Fig.38), the criterion depends very little on the choice ��<8=,

provided it is sufficiently small (see also [18]). However, the value of ��<0G is critical

in defining the criterion; it has to be small enough to be insensitive to numerical
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instabilities, but large enough to capture the induction region. A figure in the next

subsection suggest that ��<0G = 0.95 is a good choice6.

It may be remarked that this parameter may be defined for hydrocarbons as well,

several definitions being available in the literature. For instance, Schultz et al. [179]

define �� from the competition between rates 10 and 12 in the detailed mechanism

of Tab. 1.

4.3.4 Identifying autoignition regions

While stabilization of a turbulent lifted flame by autoignition is more complex than

the homogeneous case of Fig. 38, the underlying idea continues to apply in reactive

preheated turbulent mixtures, and iso-surfaces with �� = 0.05 and 0.95 remain an

efficient way to identify the autoignition region, both qualitatively and quantitatively.

Figure 39 represents in the center an area corresponding to 0.05 < �� < 0.95 in

the plane of symmetry, its left and right sides being the isosurfaces of ��=0.05 and

0.95, respectively. This region is colored with the reactivity _, computed from an

Fig. 39 Post-processed Cabra flame, volume rendering corresponding to 0.05 < �� < 0.95

colored with _. In gray downstream, temperature isosurface at T=1600 K.

instantaneous solution. As a reference, a gray temperature isosurface at T=1600K is

also plotted, bounding the burnt-gas regions. For visualization purposes the �� iso-

surfaces were restricted here to very reactive mixtures, arbitrarily eliminating points

where _ is smaller than one third of its maximum value. The volume corresponding

to 0.05 < U < 0.95, well separated from the burnt gases, can then be associated

with autoignition kernels. Further study of this ignition region shows that it contains

pockets of burnt gases, some visible in Fig. 39, but comparing the burnt-gas region

and the autoignition region in Fig. 39 with the HO2 region and the following flame

in Fig. 36 shows the efficacy of the method as an identifier of autoignition.

6 This same value was also used in post-processing the supersonic H2-air flame in [181].
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4.3.5 Alternative methods

Computational singular perturbation (CSP) [182, 183] provided the required tools

that enable the identification of explosive timescales [184]. These tools were in-

corporated in chemical explosive mode analysis (CEMA) [180, 183], so that the

explosive dynamics are currently analyzed by both CSP and CEMA. When the CSP

basis vectors are approximated by the eigenvectors of the chemical Jacobian, the

approach resembles the one presented herein. Being an algorithmic method, it has

been applied to a range of different chemical-kinetic schemes but reduces to A (25)

in the induction region for the chemistry addressed here, so the fastest explosive

timescale identified by CSP/CEMA corresponds exactly to _ (42) [185]. Being fully

explicit in the case of H2 and H2−CO blends [17], the method discussed above may

therefore be easier to use. Formulations for methane and decane exist as well [185].

4.4 A priori prediction of hazardous ignition from cold-flow

simulations

Information related to that presented above, extracted from reacting-flow simulations,

also can be obtained from cold-flow simulations.

Computational savings of cold-flow simulations are substantial compared to re-

active simulations in any given flow field for a number of reasons:

• conservation equations for only the injected species (H2, O2, N2) need to be

calculated.

• the chemical time-step constraint is lifted, leaving the CFL and Fourier numbers

as the only constraints.

• there is no need to compute any Arrhenius reaction rates.

Such simplifications typically reduce computational costs by 50% to 90%, depending

on the numerical method (see, e.g. [186, 187]) and on details of the chemistry-

integration cost.

4.4.1 Formulation

Let us now define an ignition tracking variable [, as a passive scalar representative

of the quantity of intermediate species during induction. In practice, it will represent

the eigenvector associated with the most explosive timescale _.

A transport-diffusion-reaction equation will be employed to describe the passive-

scalar temporal evolution as

m[

mC
+ DU

m[

mGU
=

m

mGU

(
�[

m[

mGU

)
+ ¤l[ (87)
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to account for potential losses of radical pool [ by convection/diffusion, with source

and diffusion terms defined below.

It was shown in Sec. 1 that radical-pool growth is associated with a rate of the

form _� + n . In (87), [ has the units of a mass fraction (dimensionless), so the

appropriate source term for (87) reads

¤l[ = _[ + n[ , (88)

where n[ = ,[l5/d is introduced to maintain proper dimensions.

Lastly, the diffusion coefficient in (87), and molecular weight ,[ may be set

according to the radical-pool composition (Fig. 6). In the following, ,[ = ,H and

�[ = �H, since H is the most important intermediate species for the Cabra flame.

The scalar is passive in the sense that it does not enter into the mass or energy balance

and only plays the role of a tracer variable. Since it is entirely decoupled from the

flow, it will not impact at all the computational numerical stability. Last but not least,

its purely exponential form makes it easy to integrate exponentially [188], allowing

for an accurate description of induction with only a few integration points. Since

the production term exactly matches locally the production corresponding to the

local ignition eigenmode (see Fig. 5), it is straightforward to see that [ will describe

exactly the evolution of the radical-pool growth. In particular, once a proper ignition

threshold [86 is defined, e.g. from the limiting reactant mass fraction as

[86 = min(.0
H

2
, .0

O
2
/8)/1000, (89)

it is shown in [175] that:

• the time for [ to reach [86 in a homogeneous reactor very accurately matches the

ignition delay time obtained with detailed chemistry (as in Fig. 2).

• the same holds for the ignition history in temporally or spatially evolving mixing

layers (the configuration studied in Sec. 2.4).

Figure 40 shows the evolution of the passive scalar for the cold-flow simulation

corresponding to the reactive simulation presented in Fig. 35. Iso-surfaces of the Q-

criterion [176] show that the flow structure is similar to that of the reactive simulation

in which the flow becomes turbulent at the inlet. Contours of the passive scalar are

presented up to the auto-ignition criteria [86 with a transparent grey color.

Note that, since all radical mass fractions grow with the same characteristic time

_−1 during branching, the same applies to [, which behaves in a manner very similar

to that of H (see Fig. 35), the dominant radical at the local temperature/pressure

conditions (see Fig. 6).

In order to further analyze whether the auto-ignition distance is predicted correctly

by [, two-dimensional cross-sections of the instantaneous and mean flow field are

exhibited in Fig. 41. In each plot, the top half corresponds to the cold-flow simulation

(with the white line marking [ = [86), and the bottom half, the reactive flows (with

the white line corresponding to .OH = 6 × 10−4, marking the flame). The white

lines indicate a flame lift-off close to I/� =10, in excellent agreement with the

experiment.
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Fig. 40 Instantaneous iso-surfaces of the Q-criterion, colored by temperature. Iso-contours of the

passive scalar in the figure denote the prediction of auto-ignition.

4.4.2 A predictive model for ignition

To test further how closely the cold-flow computations can reproduce reactive results,

computations are made with the coflow temperature varied from 1025 to 1055 K.

As expected, the flame behavior is extremely sensitive to the coflow temperature

[189, 190]. At 1045 K (the experimental temperature), the lift-off height is about

10 D. Decreasing the coflow temperature by 15 K increases the lift-off height to

16 D, and, with a decrease as little as 20 K, the jet no longer ignites. Figure 42

shows results for both hot-flow and cold-flow simulations, demonstrating excellent

agreement, even in predicting the absence of ignition, where [ never reaches [86.

Other computational methods have also been used to track ignition kernels based

on LES simulations [146–149], but they focus more on the ability of a hydrocarbon

thermal engine to sustain successful ignition (e.g. without quenching) rather than

on detecting the first ignition kernels. With H2 being less prone to quenching once

above the second explosion limit, the model presented here may be sufficient.

5 Conclusions and Perspectives

The road to tomorrow’s broad use of H2 thermal engines is paved with techno-

logical and scientific challenges. Luckily, even though hydrocarbons have been the

most widely employed fuel for the past 80 years – with the notable exception of

rocket propulsion – the scientific community certainly has not neglected the study

of hydrogen combustion, thereby leaving us with an abundant literature on the topic.
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Fig. 41 Temperature (top) and [ (bottom) contours for the cold flow simulation (a) compared to

the reactive simulation (b). The auto-ignition condition ([ = . 0
H

2
/1000) is indicated by white-

line contours for non-reactive computations and for .OH = 6 × 10−4 as taken from the reactive

simulation [175]. Instantaneous quantities are represented in the left column, while mean quantities

are in the right column.
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Fig. 42 The effect of coflow temperature )2> on the lift-off height normalized by the jet diameter.

Comparison between results of the reactive simulations and predictions obtained from the passive-

scalar cold-flow cost-saving formulation.

Important sources of difficulty in developing H2 thermal engines are the H2

flammability and explosion limits, which are much wider than those of conventional

hydrocarbons. It has, however, been shown in this chapter that the various limit
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behaviors of H2 involve simpler chemistry than those of conventional fuels, resulting

in low-order analytical approaches becoming available for hydrogen.

Most important for addressing hydrogen ignition and safety is the second explo-

sion limit [1], which is a fundamental property of H2 oxidation. Successful descrip-

tion of the underlying branched-chain reactions earned Semenov and Hinshelwood a

Nobel prize in 1956. The behavior on either side of this limit is so markedly different

that a step function at the crossover temperature )2 or the smooth function U, defined

in Sec. 1.3, is enough to describe most limit phenomena. In particular, it was seen

in this chapter that ignition delays (Sec. 1), explosion limits (Sec. 2.1), flammability

limits (Sec. 2.2), and detonability limits (Sec. 2.3), were all intimately related to

the crossover temperature. Even though H2 oxidation is an important part of any

hydrocarbon oxidation process, the transition between low-temperature and high-

temperature hydrocarbon combustion regimes is not so clear (sometimes involving

even negative temperature coefficients), which makes it more difficult to define those

limits properly for hydrocarbons.

Thanks to the very stiff behavior of H2 around the second explosion limit, ignition

control may be easier to achieve with H2 than with conventional hydrocarbons.

Hydrocarbon flames quench easily, and ignition models for them typically must take

into account ignition-kernel histories to ensure that sufficiently complete combustion

occurs once the igniter is turned off. With such exceptional flammability limits,

hydrogen thermal engines are unlikely to extinguish after the ignition energy is

deposited, significantly simplifying the ignition models required during design and

diagnostic investigations.

If igniting a thermal hydrogen engine is a priori easier than igniting its hydro-

carbon counterpart, ensuring an ignition-free environment everywhere around the

engine is much more complex. Leakage of H2 into a potentially hot oxidant-rich

environment (e.g. the exhaust gas of an engine designed for fuel-lean operation) can

be disastrous. H2 flames may also propagate through extremely narrow gaps, where

hydrocarbons would quench and be extinguished.

Concerning the variety of possible ignition strategies, acoustic ignition is attrac-

tive to employ (see Sec. 3.4), but it remains a phenomenon that is not fully understood

and that therefore deserves further analysis. More work is thus required to establish

predictive models for investigations of ignition and flashback-protection measures in

configurations relevant to future H2 thermal engines. This is especially true under

high-pressure conditions, at which fewer experiments have been conducted, and for

which kinetic rates are not as well established. More work is also required for tackling

safety concerns associated with the (many) potential accident scenarios, including

collision or explosion of a H2 container (whether cryogenic or high pressure), or

tank flash-emptying in open or confined environment.

Mixture compositions affect induction or explosion times substantially, there be-

ing strong variations of these times with the equivalence ratio and the extent of dilu-

tion. Comparison of these time scales with convection, diffusion and heat-conduction

times become important in ignition, design, and safety considerations and, while not

reflected in the crossover temperature, they are taken into account in the reactivity

measure _ defined in Sec. 1.4. An explicit formulation for this inverse characteristic
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branching time is available (Sec. 1.6). This formulation is used throughout the present

chapter, showing its relevance to ignition considerations and safety-related issues. In

particular, through its derivation based on the chemical-source-term Jacobian, the

formulation takes into account not only the pressure and temperature dependence

(as does )2 and U), but also the effect of the local composition (including potential

dilution), which is essential for establishing ignition-probability maps, as shown in

Sec. 4.

There is increasing interest in the use of H2 along with other fuels. This complicates

investigations of ignition and safety by bringing in additional chemical-kinetic steps

that have to be considered. In some cases, the notable extensive reductions achiev-

able with H2, leading ultimately to explicit analytical descriptions (unlike what is

available for hydrocarbons), may well be developed, while in other cases that is not

likely to be possible. For example, extensive studies of syngas fuels have revealed

quite significant possible reductions for CO addition to H2. Considering replace-

ment of methane by mixtures of H2 and NH3 for environment-friendly gas-turbine

applications raises interest in the chemistry of mixtures of hydrogen with ammonia;

possible reductions for that chemistry have not yet been addressed but should be

because it may well be possible to obtain explicit descriptions for flammability char-

acteristics (ignition properties, reactivity, and flammability limits) of such mixtures

that are nearly as simple as those for H2. There also may be interest in other additives,

such as ozone O3 and hydrogen peroxide H2O2, which may not be amenable to so

extensive degrees of reduction. Much more research is needed on these topics.
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Appendix 1 – QSSA

The quasi-steady-state approximation (QSSA), commonly used in reducing the hy-

drogen oxidation chemistry, is a simplification that applies to the description of

reaction intermediaries when their effective production and consumption times are

much smaller than the corresponding accumulation and transport times (by con-

vection or diffusion). Under those conditions, the accumulation, convection and

diffusion terms in the corresponding conservation equation are much smaller than

the chemical terms, and can be neglected in the first approximation, thereby reduc-

ing the governing equation of the steady-state radical to a balance between chemical

production and consumption. This algebraic equation replaces the corresponding

differential equation in the flow-field description, thereby reducing by one the or-

der of the system of differential equations to be integrated. In many instances, the
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chemical balance can be solved explicitly for the concentration of the steady-state

species.

The term “quasi-steady-state” was coined in the original developments, dealing

with transportless homogeneous systems, for which the approximation amounts to

neglecting the time variation of the given intermediate species. To illustrate the

approximation, it is of interest to consider a simple chemical system consisting of

two elementary unimolecular reactions

A
1→ B

2→ C, (90)

where A is the reactant, B the intermediary species, and C the product. With �8

denoting the concentration of species 8 and : 9 being the reaction-rate constant of

reaction 9 , so that for instance :1�A is the rate of reaction 1, the corresponding

system of homogeneous balance equations can be written as

d�A

dC
= −:1�A,

d�B

dC
= :1�A − :2�B, and

d�C

dC
= :2�B, (91)

to be integrated with initial conditions �A − �0 = �B = �C = 0 at C = 0.

For the unimolecular reactions considered, the reciprocal of the reaction-rate

constants have dimensions of time. As can be seen in the first equation of (91), :−1
1

represents the characteristic time for reactant consumption, that is, the characteristic

time required for the reactant concentration to decrease by an amount of the order

of its initial value. The steady-state approximation for the intermediate B arises

when the reaction-rate constant :2 is much larger than :1. To see this, note that at

times of order :−1
1

, a simple order of magnitude analysis in the second equation

of (91) yields �∗
B
/(:−1

1
), �0/(:−1

1
), and �∗

B
/(:−1

2
) for the accumulation, production

and consumption rates of the intermediate B, with �∗
B

representing its unknown

characteristic concentration. Clearly, if :2 ≫ :1 the accumulation rate becomes

negligibly small compared with the consumption rate, and can be neglected in the

first approximation, so that the corresponding equation for the evolution of �B

reduces to :1�A − :2�B = 0. The physical interpretation is that in the limit :2 ≫ :1,

the consumption rate of B is so rapid that this intermediate is consumed as soon as

it is created, without significant accumulation, thereby resulting in a small quasi-

steady-state concentration

�B =
:1

:2

�A (92)

changing slowly with time as the reactant is consumed. Note that �B ≪ �A because

:1 ≪ :2, indicating that intermediates in steady state appear in concentrations that

are much smaller than those of the reactants. This characteristic is often used in

realistic computations to identify radicals in steady state.

The solution for :2 ≫ :1 therefore reduces to the integration of

3�A

3C
= −:1�A and

3�C

3C
= :1�A, (93)
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where the second equation is obtained by substituting the steady-state expression (92)

into the third equation of (91). The reduced problem (93) can be interpreted as the

result of the equivalent chemical-kinetic scheme

A
:1→ B

:2→ C ⇐⇒ A
:1→ C, (94)

indicating that in the limit :2 ≫ :1 the system of two elementary reactions is

replaced by a single overall “apparent” reaction A → C with a rate equal to :1�A.

Integration of (93) with initial conditions �A − �0 = �C = 0 at C = 0 yields

�A = �04
−:1C , �C = �0 (1 − 4−:1C ). (95)

The reader can check that (92) and (95) represent the limiting form of the exact

solution of the complete problem

�A = �04
−:1C

�B = �0

:1

:2 − :1

(4−:1C − 4−:2C )

�C = �0

(
1 + :14

−:2C − :24
−:1C

:2 − :1

)
(96)

in the limit :2 ≫ :1 for C ≫ :−1
2

, whereas for small times C ∼ :−1
2

the steady-

state solution for �B does not represent accurately that given in (96). These types

of departures are also typically found in analyses of realistic chemical systems, for

which the steady-state approximation for chain carriers is often inaccurate in the

initial or final stages of a chain reaction [28], during which chain carriers are being

produced or destroyed relatively rapidly through the predominance of initiation or

termination steps. However, the rates of propagation steps often exceed those of

initiation and termination so greatly during the major part of straight-chain reactions

that the steady-state approximation is quite accurate for most of the reaction history

(i.e., for C ∼ :−1
1

in the simple example analyzed above).

The analysis of realistic chemical-kinetic schemes is in general significantly more

complicated than that presented in this illustrative example because there are many

possible reaction paths, depending on the local conditions of composition and tem-

perature. The expressions for the concentrations of the steady-state species become

more complex than (92), and oftentimes they cannot be expressed in closed explicit

form, so that truncation, that is, neglecting certain terms without formal justification,

is needed to provide additional simplification prior to implementation of the reduced

kinetics.
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Appendix 2 – Q-criterion

The Q-criterion [176], widely defined and employed in computational fluid dynamics

(CFD) for illustrating turbulent vorticity distributions in three dimensions, employs

the quantity &, defined as

& =
1

2
(‖Ω‖2 − ‖(‖2), (97)

where ( and Ω are the strain-rate and vorticity tensor, respectively,

Ω =
1

2
(∇u + ∇u) ), (98)

( =
1

2
(∇u − ∇u) ), (99)

The Q-criterion considers that areas where the vorticity magnitude is larger than the

magnitude of the strain rate, such that& > 0, correspond to the existence of a vortex.

In illustrations, the surface of a fixed small positive value of Q is selected, and the

value of a quantity of interest is color-coated along that surface to afford a qualitative

visualization of its variation in the turbulent flow.
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